Three-dimensional optical tomography of hemodynamics in the human head
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Abstract: We report on the first three-dimensional, volumetric, tomographic localization of vascular reactivity in the brain. To this end we developed a model-based iterative image reconstruction scheme that employs adjoint differentiation methods to minimize the difference between measured and predicted data. The necessary human-head geometry and optode locations were determined with a photogrammetric method. To illustrate the performance of the technique, the three-dimensional distribution of changes in the concentration of oxyhemoglobin, deoxyhemoglobin, and total hemoglobin during a Valsalva maneuver were visualized. The observed results are consistent with previously reported effects concerning optical responses to hemodynamic perturbations.
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1. Introduction

In recent years there has been an increased interest in using diffuse optical tomography (DOT) for imaging the human head and brain [1-15]. Applications range from functional imaging [2-4,7,14] to the detection of hematomas [6,15]. For example, D.A. Benaron et al. [1] studied physiological changes in brain oxygenation in male adults during mixed motor and sensory cortex activation. Optical imaging was performed during a sequential thumb-to-finger apposition task. The baseline brain oxygenation, being stable over time, was subtracted from an activated state (motor task) to unmask a signal. Y. Hoshi et al. [2] obtained quantitative images of hemoglobin concentration changes associated with neuronal activation in the human brain during a forward (DF) and backward (DB) digit span task, which assesses verbal working memory. Topographic subtraction images of changes in oxyhemoglobin were generated between a task and its previous resting state. These images were then superimposed on 3-D structural MRI maps of the head as a means of ascertaining spatial localization. E. Watanabe et al. [3] have developed an optical system for obtaining 2-dimensional maps localizing epileptic foci. This method determines locations of blood flow increase during epileptic episodes. Franceschini et al. [4] have reported on imaging arterial pulsation and motor activation in healthy human subjects. These and other works have established that near-infrared (NIR) light can be used to probe the brain for changes in blood oxygenation and blood volume.

In most of the currently employed protocols, either a single source and a single detector is used to perform point measurements [10,14], or an array of sources and detectors with a fixed geometry is employed to obtain topographic maps [1-4,6,7,13,15]. These maps are typically generated by back-projecting the changes in the absorption coefficients along the straight-line paths between sources and detectors [2,4]. The resulting surface maps project the cortical...
response during various protocols together with the superficial vascular changes onto a two-dimensional surface map.

The goal of the presented work has been to go beyond topographic maps and obtain three-dimensional, volumetric reconstructions of the changes in optical properties inside a human head. To this end we have developed a model-based iterative image reconstruction (MOBIIR) scheme that uses a finite-element formulation of the three-dimensional, time-independent diffusion equation as a forward model. To apply MOBIIR schemes to brain imaging, the surface geometry and the locations of sources and detectors on the surface of the head have to be determined. Here we describe our approach to image recovery, as well as a convenient way to determine the surface geometry of irregular structures. To illustrate the performance of this approach we conducted measurements on the human forehead during a Valsalva maneuver, and generated volumetric reconstructions that display the hemodynamics during the maneuver.

2. METHODS

2.1. Image Reconstruction Algorithm

In this work the 3-dimensional reconstruction of the optical properties in the human head was achieved using a MOBIIR scheme [16-19]. In general, a MOBIIR scheme comprises three major parts: (1) a forward model that predicts the detector readings based on an assumed spatial distribution of optical properties, (2) an objective function $\Phi$ that compares predicted with measured signals, and (3) a scheme that updates the assumed optical parameters for subsequent forward calculations.

The forward model that we employ is the time-independent diffusion equation with Robin boundary conditions along all exterior surfaces. The finite element forward model is similar to works that have already been described by other groups [18,20-22]. The domain $\Omega$ is divided into $P$ elements, joined at $N$ vertex nodes. The solution is approximated by a piecewise linear function spanned by a set of linear basis functions $\phi$. The solution is obtained by sparse matrix inversion using the preconditioned conjugate gradient method [23]. Two added features allow for mesh refinement and multigrid capabilities [24]. The discretized forward model can be written as $A \phi = S$ where $A$ is the finite element stiffness matrix of the diffusion equation forward model. Each element $(el)$ of the tetrahedral mesh, with nodes $i, j$ has a corresponding $4 \times 4$ $A^e$ element stiffness matrix with entries defined by:

$$A^e_{ij} = \int_D D \nabla \phi_i \nabla \phi_j + \mu_a \phi_i \phi_j \, d\Omega_e$$

where the diffusion coefficient $D = 1/3(\mu_a + \mu_s')$, $\mu_a$ is the absorption coefficient, and $\mu_s'$ is the reduced scattering coefficient.

Our formulation of the MOBIIR scheme requires that predicted detector readings be compared to actual measurements. To this end it is necessary to define an objective function that determines the goodness-of-fit between measured data, $M$, and predicted detector data, $P$. Many groups have consistently used the least-square objective function

$$\Phi = \sum_{s} \sum_{d} \frac{(M_{s,d} - P_{s,d})^2}{\sigma^2_{s,d}}$$

where $s, d$ refer to sources and detectors, respectively and $\sigma$ is the standard deviation [16-19]. However, to use Eq. 2 absolute measurements of $M$ are necessary, which are often difficult to obtain. More commonly, researchers in near-infrared imaging generate data via a difference-measurement approach. In a difference-measurement approach one is unable to determine the absolute detector readings for a single time point and hence must compare the change in
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detector readings between two states. This approach has two main advantages: first, it is less sensitive to boundary effects, and second, it is less sensitive to the initial guess chosen for the background medium [25]. Its major disadvantage is that one cannot determine the true distribution of optical properties, only the change in \( \mu_a, \mu_s', \) or \( D \) from a given baseline.

However, many groups have used similar difference-measurement approaches for localizing brain activity and for determining general trends in the oxygenation state [1,8,26].

To deal with difference data, we have adapted the approach suggested by Y. Pei et al. [25], and modified the objective function defined in Eq. (2) to yield

\[
\Phi = \sum_i \sum_d \left[ \frac{M_{i,d}^{\text{pert}}}{M_{i,d}^{\text{ref}}} P_{i,d}(\xi_0) - P_{i,d}(\xi_0) \right]^2 \left( \frac{M_{i,d}^{\text{pert}}}{M_{i,d}^{\text{ref}}} P_{i,d}(\xi_0) \right)^2
\]

where \( M_{i,d}^{\text{pert}} \) is obtained during the perturbation, and \( M_{i,d}^{\text{ref}} \) is a predetermined reference state. Here the relative changes \( (M_{i,d}^{\text{pert}} / M_{i,d}^{\text{ref}}) \) are multiplied with the predicted detector readings \( P_{i,d} \) obtained from an initial distribution \( \xi_0 \equiv (\mu_a, D_0) \) of optical properties (typically assumed to be homogeneous). In subsequent iterations a distribution \( \xi \equiv (\mu_a, D) \) is sought that produces the prediction \( P_{i,d}(\xi) \) that most closely matches \( (M_{i,d}^{\text{pert}} / M_{i,d}^{\text{ref}}) \cdot P_{i,d}(\xi_0) \). The resulting distribution \( \xi \) is then a spatial representation of the differences in optical properties that led to the differences measured between \( M_{i,d}^{\text{pert}} \) and \( M_{i,d}^{\text{ref}} \).

The image reconstruction process is started with an initial guess of optical properties, in our case \( \xi_0 \equiv (\mu_a = 0.1 \text{ cm}^{-1}, D = 0.042 \text{ cm}) \). Using this initial guess the detector readings \( P_{i,d}(\xi_0) \) are calculated with the finite element forward solver over the domain of interest, and the value of the objective function is determined. To update the initial distribution of optical properties, we calculate the gradient of the objective function with respect to all optical properties \( \partial \Phi / \partial \mu_a, \partial \Phi / \partial D \). This gradient defines a direction of steepest descent, which is then used in a multidimensional conjugate gradient descent algorithm that minimizes the objective function [16, 17].

The calculation of the gradient was performed using the technique of adjoint differentiation [16, 17, 18, 27, and 28]. In particular we adapted an approach described by Roy et al. [18]. In our case this leads to the following formulation. Using the chain rule one can write the derivative of the objective function with respect to \( \mu_a \) for all nodes \( r \) as:

\[
\frac{\partial \Phi}{\partial \mu_a} = 2 \sum_{i,d} \left( \frac{\varphi'(x_d) - M_{i,d}}{M_{i,d}^2} \right) \frac{\partial \varphi'(x_d)}{\partial \mu_a},
\]

where \( \varphi'(x_d) \) is the intensity at boundary node \( x_d \). The second term in parenthesis can be written as the dot product of two vectors where the first vector \( P_r \) has a one at node \( r \) and zeros elsewhere:

\[
\frac{\partial \varphi'(x_d)}{\partial \mu_a} = P_r \frac{\partial \varphi^s}{\partial \mu_a}.
\]

Combining Eq. (4) and (5) and rearranging the sum over sources and detectors one arrives at:
\[ \frac{\partial \Phi}{\partial \mu_{s_{i}}} = 2 \sum_{s} \left( \sum_{d} \left( \frac{\varphi^i(x_s) - M^{i,d}}{(M^{i,d})^2} \right) P_{s}^{i} \frac{\partial \varphi^i}{\partial \mu_{s}} \right). \]  

The derivative of the last term in the outer parenthesis can be determined by taking the derivative of forward model \( A \varphi = S \):

\[ A \frac{\partial \varphi^i}{\partial \mu_{s}} = -\frac{\partial A}{\partial \mu_{s}} \varphi^i \]  

Rewriting Eq. (7):

\[ \frac{\partial \varphi^i}{\partial \mu_{s}} = -A^{-1} \frac{\partial A}{\partial \mu_{s}} \varphi^i \]  

Inserting Eq. (8) in Eq. (6) one arrives at:

\[ \frac{\partial \Phi}{\partial \mu_{s_{i}}} = -2 \sum_{s} \left( \frac{\varphi^i(x_s) - M^{i,d}}{(M^{i,d})^2} \right) P_{s}^{i} A^{-1} \frac{\partial A}{\partial \mu_{s}} \varphi^i. \]  

Defining the adjoint variables with * and noting that the sum is non-zero only at the detectors:

\[ (\varphi^i)^{*} \equiv \sum_{d} \left( \frac{\varphi^i(x_s) - M^{i,d}}{(M^{i,d})^2} \right) P_{s}^{i} A^{-1} \]  

After multiplying both sides by A, Eq. (10) is solved in a similar fashion to the forward-model equation. Combining Eq. (10) and Eq. (9) the derivative becomes:

\[ \frac{\partial \varphi^i}{\partial \mu_{s_{i}}} = -2 \sum_{s} \left( (\varphi^i)^{*} \right)^{T} \frac{\partial A}{\partial \mu_{s}} \varphi^i. \]  

Using the fact that \((\varphi^i)^{*} B \varphi = \sum_{j} \varphi^i \sum_{i} B_{i,j} \varphi_{i} = \sum_{i,j} B_{i,j} \varphi_{i} \varphi_{j}\), Eq. (11) can be rewritten as:

\[ \frac{\partial \Phi}{\partial \mu_{s_{i}}} = -2 \sum_{s} \sum_{e,l} \sum_{i,j} \frac{\partial A_{e,j}^{r}}{\partial \mu_{s_{i}}} \varphi_{i} \varphi_{j}. \]  

One can interchange the sum over the source since \( \frac{\partial A_{e,j}^{r}}{\partial \mu_{s_{i}}} \) is independent of a given source. This leads to:

\[ \frac{\partial \Phi}{\partial \mu_{s_{i}}} = \sum_{e,l} \sum_{i,j} \left( -2 \frac{\partial A_{e,j}^{r}}{\partial \mu_{s_{i}}} \sum_{s} \varphi_{i} \varphi_{j} \right). \]  

Pulling out the common term \( \frac{\partial A_{e,j}^{r}}{\partial \mu_{s_{i}}} \), we arrive at:

\[ \frac{\partial \Phi}{\partial \mu_{s_{i}}} = \sum_{e,l} \sum_{i,j} \frac{\partial A_{e,j}^{r}}{\partial \mu_{s_{i}}} \left( \sum_{s} -2 \varphi_{i} \varphi_{j} \right). \]  

This expression is computationally more efficient than Eq. (12) since the multiplication with \( \frac{\partial A_{e,j}^{r}}{\partial \mu_{s_{i}}} \) is performed only once, independent on the number of sources. As was mentioned earlier, to get the \( \frac{\partial A_{e,j}^{r}}{\partial \mu_{s_{i}}} \) term an analytic derivative is calculated, where
$A = \{ A_{i,j} \}_{i,j}$ is the finite element stiffness matrix of the diffusion equation forward model described earlier. Specifically,

$$\frac{\partial A_{i,j}}{\partial \mu_{a_i}} = \frac{\partial}{\partial \mu_{a_i}} \int \mu_{a_i} \phi_i \phi_j \, d\Omega_c$$

$$= \frac{\partial}{\partial \mu_{a_i}} \sum_{k=1}^{4} \phi_i \phi_j \int (\mu_{a_1}, \mu_{a_2}, \mu_{a_3}, \mu_{a_4}) \bigg|_{x=x_k}$$

where $\phi_j$ are the basis functions, $x_k$ are the quadrature nodes, and $I$ are the linear interpolation functions for the values at the nodes given by

$$I(\mu_{a_1}, \mu_{a_2}, \mu_{a_3}, \mu_{a_4}) = \sum_{i=1}^{4} \mu_{a_i} \phi_i$$

(16)

So \( \frac{\partial I}{\partial \mu_{a_k}} = \phi_k \) and therefore:

$$\frac{\partial A_{i,j}}{\partial \mu_{a_i}} = \sum_{k=1}^{4} \sum_{j=1}^{4} \phi_i \phi_j \phi_k$$

(17)

Combining Eq. (17) and Eq. (14) one arrives at the gradient of the objective function with respect to all optical properties $\mu_a$ \( (\partial \Phi / \partial \mu_a) \). A similar mathematical formulation is derived to calculate the derivative of the objective function with respect to $D$. The computational burden is on the order of a forward calculation since the first term in Eq. (14) is calculated via Eq. (10) \( (i.e., \text{a “forward-like” calculation}) \) and the second term is derived analytically, which is computationally efficient. Having generated gradients with respect to both sets of optical properties, these individual gradients are combined into an overall gradient of length $2n$, where $n$ is the number of nodes in the mesh \( (i.e., \text{the number of optical parameters of one type}) \). This procedure allows for the simultaneous update of both $\mu_a$ and $D$. The aforementioned objective function and gradient algorithm is incorporated in a multidimensional conjugate gradient descent algorithm where typically 15-30 iterations with different gradients are necessary before convergence is achieved.

### 2.2 Determination of surface coordinates

For model-based optical tomographic imaging reconstructions one has to determine the surface geometry and optode locations. To achieve this we employed the techniques of photogrammetry \[29, 30, 31\]. To determine the 3-D coordinates of the surface of the forehead as well as all optode locations we placed circular reflective markers on the head, as seen in Figure 1. These markers, because of their circular shape, have the advantage of allowing sub-pixel precision when used in combination with the centroid-locating algorithm. At the completion of the experimental data acquisition the pressure of the optodes against the skin left a mark that was easily identifiable and allowed for the accurate positioning of the markers on the forehead. After these 15 markers (corresponding to each optode) were positioned, the rest of the forehead was covered with markers that were used to determine the surface geometry of the entire forehead. Because the surface of the forehead can be approximated as a smooth contour it is acceptable to place a relatively sparse distribution of points over the surface of the head and use non-uniform B-splines (Nurbs) \[32\] to connect them. Other approaches, such as the use of holographic imaging or laser surface scanning devices are also feasible. However, the technical complexity paired with their high costs make them less practical and appealing in a day-to-day clinical setting.
Once all markers were placed on the surface of the head, the area of interest was photographed from different angles with a digital camera (SONY Mavika FD-90). These images of the head were then transferred to a desktop computer for analysis with the commercially available Photogrammetry software package (Photomodeler, Eos Systems Inc., Vancouver, Canada). After the targets in the photographs were marked and referenced we processed the images and computed the 3D coordinates of all referenced points. Using standard geometric models, we determined that the resulting coordinates on average have an accuracy of 0.25 mm with a standard deviation of 0.05 mm. The accuracy is dependent on the number of points referenced and on the maximum angle between the multiple camera positions, and a higher accuracy can be achieved using more reference points and more photographs taken from different angles.

![Figure 1](image.png)

Fig. 1: Patient with distribution of markers on forehead with overlaid mesh; optodes (red) surface information (blue/green/red), the sources are located at positions 3, 6, 10, and 13.

The reflective marker technique is suitable for the forehead and other body parts with little or no hair. In other circumstance, such as the hair-covered areas of the head, we have developed other referencing techniques that allow for the determination of the surface coordinates [33]. For example, one can form a thermoplastic model with imbedded optodes to the contour of the head and then photograph the resulting mold, which is free of hair.

2.3 Mesh Generation

Having generated the surface coordinates of the human forehead, the boundary of our domain, it was necessary to build the corresponding volume. To this end, the coordinates of the surface points obtained using the photogrammetric approach were exported to a volumetric mesh generator. For this procedure, we used the CAD style volume generator GID software package (CIMNE International Center for Numerical Methods, Barcelona, Spain; http://gid.cimne.upc.es/intro/index.html). This package allowed us to manually extend the surface in the z direction by 4.0 cm and build the corresponding volume mesh, which is required for the reconstruction. We limited the volume to a 4.0 cm zone beneath the surface of interest, and not to the entire head, because we found that larger volumes are not necessary to consider, since their influence on the reconstruction results is negligible. This volume includes all areas with a minimum fluence value seven orders of magnitude smaller than the source strength.

2.4. Instrumentation and data acquisition

Measurements on the human forehead are performed with the dynamic near-infrared optical tomography (DYNOT) instrument, recently developed by Schmitz et al. [33, 34]. This system employs frequency-encoded multi-wavelength DC illumination, a time-multiplexed source, and parallel multi-channel detection together with fast gain switching (dynamic range of 180 dB). Fully configured, the basic unit can provide four wavelengths of simultaneous illumination at each illuminating site and can collect data from 32 channels in parallel at a
source switching rate of ~75 Hz. For the current study, light produced by laser diodes operating at wavelengths of 760 nm and 830 nm was employed. Source light was intensity modulated at 5 KHz and 7 KHz, respectively, and optically coupled into transmitting fibers so as to provide for simultaneous dual-wavelength illumination at each site. This configuration allows for the discrimination between variations in oxyhemoglobin and deoxyhemoglobin levels as described in section 2.5. For the measurements presented in this work a three-tiered band was used to secure 3 sets of 5 optodes to the left forehead (Fig. 1). Four of the 15 optodes (labeled 3, 6, 10, 13 in Fig. 1) consisted of a co-located source and detector, while the remaining optodes were used only as detector sites (labeled 1-15 in Fig. 1). Tomographic measurements, involving all 4×15 = 60 source-detector pairs, were performed at a frame rate of ~ 3 Hz throughout the acquisition period lasting approximately ten minutes.

2.5. Experimental Protocol

The experiment was designed to look at functional hemodynamic changes in the forehead of a single human subject induced by a Valsalva maneuver. During the Valsalva maneuver a forced expiration against a closed glottis demonstrates the effects of changes in intrathoracic pressure on blood pressure, and the brain’s autoregulatory response to decreased vascular perfusion pressure in cerebral vessels [35]. For the measurement the subject was placed in the supine position. Three epochs consisting of Valsalva maneuvers with one-minute rest periods interspersed were performed.

Assuming that the primary influences on the changes in the absorption coefficients at each wavelength are a linear combination of oxyhemoglobin and deoxyhemoglobin [36,37], one arrives at

$$\Delta \mu_a^\lambda = \varepsilon_{HbO_2}^\lambda \Delta[HbO_2] + \varepsilon_{Hb}^\lambda \Delta[Hb]$$  (18)

where $\lambda$ indicates the wavelength, and $\varepsilon_{Hb}$, $\varepsilon_{HbO_2}$ are the known extinction coefficients for deoxyhemoglobin and oxyhemoglobin at the given wavelengths [37], respectively. By simultaneously solving a set of algebraic equations at the disparate wavelengths $(\lambda_1, \lambda_2, ..., \lambda_n)$, it is possible to calculate the true concentrations of the, $n$, chromophores of interest. For the case of two chromophores consisting of oxyhemoglobin and deoxyhemoglobin the set of equations is:

$$\Delta[Hb]_{\text{meas}} = \frac{\varepsilon_{HbO_2}^\lambda \Delta \mu_a^\lambda - \varepsilon_{HbO_2}^\lambda \Delta \mu_a^\lambda}{\varepsilon_{Hb}^\lambda \varepsilon_{HbO_2}^\lambda - \varepsilon_{Hb}^\lambda \varepsilon_{HbO_2}^\lambda},$$  (19)

$$\Delta[HbO_2]_{\text{meas}} = \frac{\varepsilon_{Hb}^\lambda \Delta \mu_a^\lambda - \varepsilon_{Hb}^\lambda \Delta \mu_a^\lambda}{\varepsilon_{Hb}^\lambda \varepsilon_{HbO_2}^\lambda - \varepsilon_{Hb}^\lambda \varepsilon_{HbO_2}^\lambda}.$$  (20)

The values of $\Delta \mu_a$ in Eq. (19-20), at each of the two wavelengths, are the calculated changes in the absorption coefficients at each node of the mesh determined using the reconstruction algorithm. Since the reconstruction algorithm determines both $\Delta \mu_a$ and $D$, it explicitly accounts for the path length between given source detector positions and reconstructs the predicted values of $\Delta \mu_a$ at each node. By solving Eq. (19) and Eq. (20), the changes in oxyhemoglobin, $\Delta[HbO_2]_{\text{meas}}$, and deoxyhemoglobin, $\Delta[Hb]_{\text{meas}}$, can be determined. It should be noted that studies by others [19,20,21,25,38] and us [39] have shown that cross talk between the $\mu_a$ and $D$ reconstruction can occur. Hence, some of the oxyhemoglobin and deoxyhemoglobin effects may be attributed to scatter changes. Future works will have to address this issue either by modifying the reconstruction scheme or using different types of measurement strategies.
3. RESULTS

Traces of the measured output produced by the DYNOT system (section 2.1) at \( \lambda = 760 \text{ nm} \) for the three epochs is shown in Fig. 2. This figure displays 15 traces of detector readings during three consecutive Valsalva maneuvers given a source at position number 3. Each trace was normalized by calculating the mean of the measured intensity during the first 30 seconds (rest period), and then dividing all intensities in the trace by that mean. The flat red trace corresponds to the detector co-located with the source at position number 3. Furthermore, the original data was filtered to enhance the signal to noise ratio, by using the median filter

\[
x_i = \frac{1}{2n} \sum_{k=\pm n} x_k.
\]

This filter sets the value at a given time point \( x_i \) to the average value of its \( n \) neighbors to the left and to the right. In this work we chose \( n = 2 \), which produced a smooth function without much distortion in the overall intensity profile. From Fig. 2 it can be seen that the Valsalva maneuver protocol is very reproducible from epoch to epoch. One can observe a strong drop in all detectors, and at the peak of the Valsalva maneuver the measurement intensities changed with respect to the rest period by up to 40%. Other source-detector combinations (not shown) lead to similar traces.

![Intensity profile during three Valsalva maneuvers – 760nm](image)

Fig. 2: Time series of the experimental protocol at 760nm: 3 epochs – consisting of a Valsalva maneuver followed by a rest period (between dashed black lines).

For our reconstructions, the first of the three epochs was chosen, which is displayed in Fig. 3. At 15 seconds the Valsalva maneuver was begun. Initially a small decrease in signal for most detectors was observed, which returned towards baseline within approximately 10 seconds. Between the time points indicated by T1 and T6 the signal for all detectors decreased with a constant slope. At time point T6 a marked drop of signal intensity occurred for most detectors. A minimum was reached at about 65 seconds (T10) at which point the Valsalva maneuver was released. Subsequently, a rapid return towards base line of all traces occurred for 5 seconds, followed by a slower tapering towards the initial rest-period state.
For the volumetric difference reconstructions we used the ratio of the measured intensity during a time point (black arrows labeled T1-T10) with respect to the measured intensity during the rest-state, red arrow (Fig. 3). These black arrows represent a snapshot (time point) of measured intensity for all source/detector combinations during consecutive instances of the Valsalva maneuver. For each snapshot a volumetric reconstruction of \( \Delta \mu_a \) and \( \Delta D \) was performed, which resulted in three volumetric images of changes in oxyhemoglobin, deoxyhemoglobin, and total hemoglobin (Eqs. 19 and 20) in the human forehead. Each reconstruction consisted of 25 iterations of the conjugate gradient scheme and took 4 hours each on a Pentium III 550 MHz processor. All volumetric images pertaining to oxyhemoglobin, deoxyhemoglobin, and total hemoglobin changes were combined into three movies displaying temporal changes in oxyhemoglobin, deoxyhemoglobin, and total hemoglobin, respectively. These movies are shown in Figs. 4-6. To assist in the visualization, three different views (coronal, parasagittal, and horizontal) are displayed. The different colors within the color scale represent isosurfaces. The isosurfaces for oxyhemoglobin, deoxyhemoglobin, and total hemoglobin concentration represent surfaces where a change in mM, relative to baseline, is observed.

In Fig. 4, a movie is shown depicting the changes in deoxyhemoglobin during the Valsalva maneuver. As one views the time series an initial punctate rise in deoxyhemoglobin can be seen. These localized areas coalesce into two main zones where the level of deoxyhemoglobin continues to increase until a change of 0.008 mM is observed. Continuing, the zones begin to merge and a large area shows a 0.001 mM concentration increase. However, notice two inner areas with a 0.004 mM decreased deoxyhemoglobin concentration. Finally, towards the end of the Valsalva maneuver two zones are prominent. At the center of these zones a maximum change of 0.047 mM is reached. Note that the color scales do not increase by fixed step values. The chosen nonlinear scale better reflects the nonlinear changes in deoxyhemoglobin during the Valsalva maneuver. Also, since one isosurface may be imbedded within another, some isosurfaces appear to have changed color.

![Intensity profile smoothed – 760nm](image)

Figure 3: Time series for first Valsalva maneuver epoch for source 3 (flat red trace) at 760nm.
In Fig. 5, a movie is shown depicting the distribution of oxyhemoglobin during the Valsalva maneuver. As one views the time series a diffuse 0.01 mM increase and localized 0.01 mM decrease in concentration from baseline is observed. Also, the decrease in oxyhemoglobin occurs deeper from the surface. As one sustains the Valsalva the increase in
oxyhemoglobin continues while the decrease in oxyhemoglobin from baseline appears to fluctuate. Finally, two zones display a marked 0.12 mM increase in oxyhemoglobin concentration.

In Fig. 6, a movie is shown depicting the total volume change, as reflected by total hemoglobin, during the Valsalva maneuver. As one views the time series an initial 0.01 mM decrease in total hemoglobin can be seen approximately 0.5 cm below the surface. As the maneuver is continued a 0.02 mM increase is observed closer to the surface. Toward the end of the maneuver a maximum increase of 0.17 mM is reached. This maximum is located in a relatively small zone and represents the sum of the previous two images, even though the zone may be obstructed in the deoxyhemoglobin image.

The present findings are consistent with previously reported effects concerning optical responses to hemodynamic perturbations. Specifically, those groups measuring functional tasks record optical signal changes of approximately 1-2%. The resulting changes in the concentration of oxyhemoglobin, as for example shown in the topographic maps by Franceschini et al. [4], range from –0.002 mM to +0.003 mM. In this study we have shown that the Valsalva maneuver leads to changes in the measured optical signal of up to 40%, which is about 20 to 40 times stronger that the changes observed by Franceschini et al. We find in our study that these stronger (up to 40 times) changes in optical signal reflect similarly stronger changes (up to 40 times) in oxyhemoglobin (+0.120 mM) as well.

Furthermore, we find that changes in oxyhemoglobin are stronger than changes in deoxyhemoglobin. This is consistent with findings by Hoshi et al. [40] and Franceschini et al. [4]. Hoshi et al. noted that oxyhemoglobin is the more sensitive parameter of changes in CBF, and the direction of changes in deoxyhemoglobin is determined by the degree of changes in venous blood oxygenation and volume. From the data that Franceschini et al. provides in [4] one can derive ratios of changes in oxyhemoglobin to deoxyhemoglobin in the range of 2 to 6. In our case, we find that the ratio of the observed maximum concentration change of oxyhemoglobin (0.13) to deoxyhemoglobin (0.05) is 2.6.
4. DISCUSSION

In order to interpret the physiological change seen in Fig. 4-6, it is necessary to understand the physiology of a Valsalva maneuver. During a Valsalva maneuver the subject performs a forced expiration against a closed glottis. This leads to an increase in intrathoracic pressure and via transmission on the vascular tree, an increase in arterial blood pressure and venous pressure [41].

The physiological effect of the Valsalva maneuver on both the peripheral and deep cortical vascular bed is well documented. For example, in some cases the Valsalva maneuver has been known to cause temporary cerebral ischemia and fainting [42], and has also been associated with aneurysm rupture and subarachnoid hemorrhage [43]. More specifically, venous hypertension occurs over the valveless cerebral veins and an increased blood volume in the overlying area is observed. However, for periods of a few seconds, the initial phase of the Valsalva, the rise in venous pressure is transmitted proportionally to the cerebral spinal fluid (CSF), which diminishes transmural pressure reducing cerebral vascular resistance and maintaining blood flow. If intrathoracic pressure is held at positive values for long periods (remainder of Valsalva) CSF pressure starts to fall back towards normal levels and both arterial and venous pial vessels dilate. With continued elevation a cessation of pial blood flow and cortical blanching and dilation of sulcal vessels has been observed [44].

To date only two groups have used near-infrared light to study the hemodynamics during a Valsalva maneuver. Employing the NIRO 500 spectrometer (Hamamatsu Photonics, Japan) with an optode separation of 5-6 cm on the forehead, Matta et al. [45] concluded that both venous outflow and cerebral blood flow are affected by the Valsalva maneuver. This is in agreement with several studies using Transcranial Doppler [46-48] that measured middle cerebral artery velocity during the maneuver. On the other hand, in a recent study by Steinbrink et al. [49], in which the authors used a time resolved system, it was suggested that the Valsalva maneuver equally affects early and late photons. The authors attributed this effect to an absorption change in the upper layers of the head (i.e. scalp). However, as the authors also state, their analysis relies on a linear model that may be incapable of detecting deeper located phenomenon.

By using a MOBIIR scheme, the volumetric reconstruction, in principle, is capable of separating blood oxygenation effects from deoxygenation effects. Hence, one can suggest that the changes in oxygenation are associated with factors affecting cerebral blood flow, while the changes in deoxygenation may reflect venous pooling. Our findings seem to indicate that flow changes are the more dominant effect over the forehead during the Valsalva maneuver. Also, one might expect that the resulting cerebral blood flow changes would produce a more spatially uniform hemodynamic change, rather than the localized points of activation as observed initially in Fig. 4-6. However, these initial punctate changes may be explained by the interaction of light with both the superficial and deep vascular beds. Specifically, a superficial scalp vessel sitting close to a detector on the surface may mask the deeper phenomenon and produce images showing focal points of changing hemodynamics. As one maintains a sustained expiration against a closed glottis the deeper vascular changes contribute a larger portion to the recorded signal and deeper, more spatially uniform, images become visible.

Finally, it should be mentioned that brain motion might be partially responsible for the measured signal changes. The pressure changes caused by the Valsalva maneuver lead to an initial caudal displacement and subsequent cranial displacement of the neutral position of the brain. However, recent studies [50] have shown that most of the movement occurs at the level of the brain stem, with only minor movement occurring over the forehead. Interestingly, the displacement of the head may call into question the role played by CSF. Since, the CSF also plays a crucial role in maintaining adequate blood flow to the brain when venous pressure is altered with straining, or changes in posture, some of the optical signal changes may be due to
the scattering changes that may be concomitantly occurring with the Valsalva maneuver. In future works, we plan to analyze the experimental data set using a transport based reconstruction algorithm, which will approach answering some of these questions.

5. SUMMARY

In this paper we reported on the first volumetric reconstructions of the optical properties in the human head. Using a 3-dimensional model-based iterative image reconstruction (MOBIIR) scheme we generated images of oxyhemoglobin, deoxyhemoglobin, and total hemoglobin from measurements on the human forehead during a Valsalva maneuver.

The MOBIIR scheme comprised of a forward model that predicts the detector readings based on an assumed spatial distribution of optical properties, an objective function $\Phi$ that compares predicted with measured signals, and a scheme that updates the assumed optical parameters for subsequent forward calculations. As a forward model for light propagation in the head, we used a three-dimensional, continuous wave diffusion equation with the Robin boundary conditions, which was solved numerically using a finite-element method. The objective function was defined to accommodate difference-measurement data, which compared measurements during the Valsalva maneuver to a rest state. As our updating scheme we employed an iterative conjugate gradient method that minimized the objective function. The necessary gradient of the objective function with respect to the optical properties was determined via the method of adjoint differentiation. Furthermore, to use the MOBIIR scheme in volumetric brain imaging a description of the external contour of the head (air-tissue boundary) and accurate knowledge of optode location is required. To this end, we have implemented a pragmatic photogrammetric technique.

The three-dimensional optical tomographic studies of the Valsalva maneuvers showed that a redistribution of hemoglobin does occur and that the strongest changes appear to be localized approximately 1.0 cm from the surface of the forehead. We found that changes in oxyhemoglobin are several times stronger than changes in deoxyhemoglobin. While further studies are needed to fully understand the hemodynamic processes that occur during a Valsalva maneuver, the protocol employed allowed us to determine the plausibility of using DOT to determine the global changes in oxyhemoglobin and deoxyhemoglobin in the human head.

In the future, volumetric MOBIIR-type techniques may help assess the dynamic cerebral autoregulatory mechanisms that maintain constant cerebral blood flow within a wide range of cerebral perfusion pressures. The clinical importance of assessing the cerebral autoregulatory mechanism lies in the protection of the brain from the sequelae of arterial hypotension and hypertension and ultimately in the diagnosis of cerebrovascular disease [35,47].
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