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ABSTRACT

An exact interface condition for photon diffusion is derived. The condition involves a single parameter, which depends on the index of refraction. Exact formulas are given for this parameter, which is also plotted.

1 INTRODUCTION

The imaging of subsurface features is a difficult and complicated process. In the analysis of such problems diffusion theory has found a place. It is an approximate theory, often quite bad, but often remarkably good. Its prime virtue is that calculations with diffusion theory are relatively easy. We have presented in these proceedings a series of papers studying the use of near-infrared radiation for subsurface imaging for medical applications\textsuperscript{1-4}. The prime calculational method we have used is Monte Carlo. Because the Monte Carlo calculations are long and expensive, we have made diffusion calculations to compare with Monte Carlo, and to replace it where feasible. Other groups have used diffusion theory for the same purpose.

In using diffusion theory to obtain particle distributions, one must specify boundary conditions. Since the diffusion equation is a second-order partial differential equation in space, one boundary condition is required at the exterior boundary and two conditions are required at any interior interface between two media. For particle diffusion, these conditions are that the intensity and flux are continuous across the interface. Continuity of flux is demanded by the diffusion equation itself, if one integrates it across the narrow interface region. From the physical point of view, the diffusion equation is a continuity equation for the particles. Continuity of flux expresses the same thing—a finite number of particles can’t be absorbed in an infinitesimally small region. The intensity is taken continuous across an interface because the diffusing particles don’t recognize an interface when they cross it. The collision probabilities change on the other side, but there are no road signs at the interface itself.

For photons the situation is different. The reasoning that requires the flux to be continuous applies here, too. If the index of refraction is different on the two sides of the interface, though, that is a definite road sign to photons. Light, unlike molecules or neutrons, is reflected and refracted wherever the index of refraction changes. In this paper we give the boundary condition for photons that replaces continuity of intensity.

The problem has been considered previously\textsuperscript{5,6}. In this paper we give an exact formula for this second interface condition. Just as the interface conditions for particles are not suitable at an exterior vacuum boundary, so with the results we discuss here. What is required in that case is a modified extrapolated end point condition.
2 PARTICLE DIFFUSION

In this section we give a standard elementary kinetic theory discussion of diffusion, which gives (1) the diffusion coefficient, and (2) the interface conditions for particles. This stresses the physical (as distinguished from mathematical) approximations involved and also makes clear what has to be modified for photons.

We make the standard diffusion theory assumptions:

(1). Plane geometry
(2). Isotropic scattering
(3). Slowly varying particle distribution.

Assumption (2) can be modified, if the differential cross section is not too anisotropic, by replacing the total cross section by the transport cross section. We do not discuss this further here.

Taking the stratification perpendicular to the $z$-axis, we compute the downward flux across the $xy$-plane to be

$$J_- = \int_{z>0} \frac{\Sigma_s \phi(z) e^{-\Sigma_t r}}{4\pi r^2} d\mathbf{r},$$

where

$\Sigma_s =$ macroscopic total cross section

$\Sigma_t =$ macroscopic scattering cross section

$\phi(z) =$ intensity at $z$

$r =$ distance of last scattering point from point of flux measurement.

We take the point of the flux measurement as the origin. The integral is taken over the half-space $z > 0$.

In evaluating this expression one generally ignores the absorption as being negligibly small, so that $\Sigma_s$ is replaced by $\Sigma_t$. Expanding $\phi(z)$ to first order gives

$$\phi(z) = \phi + z \phi' = \phi + r \cos \theta \phi',$$

where $\phi$ and $\phi' = \partial \phi / \partial z$, are both evaluated at $z = 0$, and $\theta$ is the angle between the ray to the last scattering point and the $z$-axis. Note that this describes a Lambertian distribution. That is not something we assume for convenience or for lack of anything better. It follows when the spatial variation of the intensity is weak enough so that the first-order expansion is valid.

Putting Eq. (2) into Eq. (1) and performing the indicated integrations results in

$$J_- = \frac{\phi}{2} \int_0^1 \mu \, d\mu + (\phi' / 2 \Sigma_t) \int_0^1 \mu^2 \, d\mu = \phi / 4 + \phi' / 6 \Sigma_t.$$  \hspace{1cm} (3)

Similarly, the upward flux through the plane $z = 0$ is

$$J_+ = \frac{\phi}{2} \int_0^1 \mu \, d\mu - (\phi' / 2 \Sigma_t) \int_0^1 \mu^2 \, d\mu = \phi / 4 - \phi' / 6 \Sigma_t.$$  \hspace{1cm} (4)

The net upward flux is

$$J = J_+ - J_-.$$  \hspace{1cm} (5)

Away from an interface, where $\phi$ is continuous, this gives

$$J = -(1/3 \Sigma_t) \phi'.$$  \hspace{1cm} (6)

The basic approximation of diffusion is Fick's law:

$$J = -D \nabla \phi.$$  \hspace{1cm} (7)
Comparison with Eq. (6) gives the usual formula for the diffusion coefficient:

\[ D = -1/3 \Sigma. \]  

(8)

Thus we may rewrite Eqs. (3) and (4) as

\[ J_+ = (1/4) \phi + (1/2) D \phi' = (1/4) \phi - (1/2) J \]  

(9)

\[ J_- = (1/4) \phi - (1/2) D \phi' = (1/4) \phi + (1/2) J. \]  

(10)

If there is a material boundary at the interface, so that the cross sections are different on the two sides, then \( D \) is discontinuous. \( J \) is continuous, so \( \phi' \) is discontinuous.

### 3 PHOTON DIFFUSION

For photons, one is concerned also with a change in the index of refraction. The assumption in this paper is that the index of refraction changes over a distance small compared to a mean free path. In that case it can be regarded as discontinuous. The big difference from the analysis for particles is that there is now reflection and refraction at the interface. The reflection coefficient \( R \) will depend on which medium the light is coming from and on the angle of incidence, and therefore on its cosine, \( \mu \).

Let the total cross section, diffusion coefficient and index of refraction be \( \Sigma_{t1} \), \( D_1 \) and \( n_1 \) respectively for \( z > 0 \), and \( \Sigma_{t2}, D_2 \) and \( n_2 \) for \( z < 0 \). The relative index of refraction in going from the upper medium to the lower one is \( n = n_2/n_1 \). The only necessary modification to the previous section is that a factor \( 1 - R \) must appear in the integrand in Eq. (1) and in the corresponding integral for \( J_+ \). This factor persists into Eqs. (3) and (4). We must also take into account the discontinuity of \( \phi \) at the interface, taking \( \phi = \phi_1 \) in the expressions for \( J_- \) and \( \phi = \phi_2 \) in the expressions for \( J_+ \).

In all generality we can take \( n > 1 \). For convenience we write the cosine of the angle with the normal in the lower medium as \( \mu' \). Snell's law can be written as

\[ 1 - \mu^2 = n^2(1 - \mu'^2). \]  

(11)

Writing the reflection coefficient for radiation incident from above as \( R(\mu, n) \) and that for radiation incident from below as \( R(\mu', 1/n) \), we have

\[ J_- = \left( \phi_1/2 \right) \int_0^1 \left[ 1 - R(\mu, n) \right] \mu \, d\mu + \left( \phi_1'/2 \Sigma_{t1} \right) \int_0^1 \left[ 1 - R(\mu, n) \right] \mu^2 \, d\mu \]  

(12)

\[ J_+ = \left( \phi_2/2 \right) \int_0^1 \left[ 1 - R(\mu', 1/n) \right] \mu \, d\mu - \left( \phi_2'/2 \Sigma_{t2} \right) \int_0^1 \left[ 1 - R(\mu', 1/n) \right] \mu^2 \, d\mu, \]  

(13)

or finally,

\[ J_- = (1/2) A_1 \phi_1 - (1/2) B_1 J \]  

(14)

\[ J_+ = (1/2) A_2 \phi_2 + (1/2) B_2 J, \]  

(15)

where \( J \), of course, is the same in both equations.

Here

\[ A_1 = \int_0^1 \left[ 1 - R(\mu, n) \right] \mu \, d\mu \]  

(16)
\[ A_2 = \int_{\mu_c}^{1} [1 - R(\mu', 1/n)] \mu' \, d\mu' \]  
(17)

\[ B_1 = \frac{3}{\mu_c} \int_{0}^{1} [1 - R(\mu, n)] \mu^2 \, d\mu \]  
(18)

\[ B_2 = \frac{3}{\mu_c} \int_{\mu_c}^{1} [1 - R(\mu', 1/n)] \mu'^2 \, d\mu' \]  
(19)

where \( \mu_c \) is the cosine of the critical angle, beyond which there is total reflection:

\[ \mu_c = \sin^{-1}(1/n). \]  
(20)

Subtracting Eq. (14) from Eq. (15) gives

\[ J = (1/2)[A_2 \phi_2 - A_1 \phi_1 + (B_1 + B_2)J]. \]  
(21)

The reflection coefficient is obtained directly from the Fresnel relations giving the amplitude of reflected and transmitted light at an interface\(^8\). In accord with the randomizing nature of diffusion, we must take the light incident on the interface to be unpolarized. The appropriate reflection coefficient is then an average of those for the two possible plane polarizations. It is

\[ R(\mu, n) = (1/2) \left[ \left( \frac{\mu - n \mu'}{\mu + n \mu'} \right)^2 + \left( \frac{n\mu - \mu'}{n\mu + \mu'} \right)^2 \right]. \]  
(22)

Keijzer et. al.\(^6\) approximated the reflection coefficient by an exponential function and integrated the resulting expressions for \( A_1, A_2 \) and \( B_1 + B_2 \). We demonstrate an exact integration here.

### 4 EXACT BOUNDARY CONDITION

It is apparent from Eq. (22) that \( R(\mu, n) = R(\mu', 1/n) \). From Eq. (11), \( \mu \, d\mu = n^2 \mu' \, d\mu' \). It follows immediately that \( A_1 = n^2 A_2 \). This result has previously been obtained by Cohen\(^5\) in the case in which there is no net flux, and it is also perhaps implicit in some work of Preisendorfer\(^9\). We find the result here in complete generality. Then from Eq. (21),

\[ \phi_2 - n^2 \phi_1 = C(n)J, \]  
(23)

where

\[ C(n) = (2 - B_1 - B_2)/A_2. \]  
(24)

The necessary integrals can be performed analytically. The substitutions \( a = \sqrt{n^2 - 1}, t = \sqrt{a^2 + \mu^2}/a, g = (n^2 - 1)/(n^2 + 1), q = (n - 1)/(n + 1), p = \sqrt{q} \) and \( y = t^2 \) give

\[ A_1 = \frac{1}{2} - \frac{a^2}{16} \int_{t}^{1} \left[ y^2 + \left( \frac{y - g}{1 - gy} \right)^2 \right] \frac{1 - y^2}{y^2} \, dy \]  
(25)

\[ B_1 = \frac{3}{16} \int_{t}^{1} \left[ t^4 + \left( \frac{t^2 - g}{1 - gt^2} \right)^2 \right] \frac{1 - t^2 - t^4 + t^6}{t^3} \, dt. \]  
(26)

\[ B_2 = 1 - \frac{a^3}{16} \int_{t}^{1} \left[ t^4 + \left( \frac{t^2 - g}{1 - gt^2} \right)^2 \right] \frac{1 + t^2 - t^4 - t^6}{t^3} \, dt. \]  
(27)
The integrands are rational functions of \( y \) or \( t \) and the integrals can be performed exactly. The results are

\[
A_1 = \frac{5n^6 + 8n^5 + 6n^4 - 5n^3 - n - 1}{3(n^2 + 1)^2(n^2 - 1)(n + 1)} - \frac{4n^4(n^4 + 1)}{(n^2 + 1)^3(n^2 - 1)^2} \log n + \frac{n^2(n^2 - 1)^2}{2(n^2 + 1)^3} \log \frac{n + 1}{n - 1}
\]  
(28)

\[
B_1 = 1 - \frac{3(n^2 - 1)^{3/2}}{16}(I_0 - I_1 - I_2 + I_3)
\]  
(29)

\[
B_2 = 1 - \frac{(n^2 - 1)^{3/2}}{n^3} \left[ 1 + \frac{3}{16}(I_0 + I_1 - I_2 - I_3) \right],
\]  
(30)
where

\[
I_n = \frac{(1 - p^{2n+1})/(2n + 1) + J_n}{1 - p^{2n+1}}
\]  
(31)

\[
J_0 = \frac{16n^3}{(n^2 + 1)^4} K_2 - \frac{8n^2(n^2 - 1)^2}{(n^2 + 1)^4} K_1 - \frac{8n^2(n^2 - 1)}{(n^2 + 1)^3} \left( \frac{1}{p} - 1 \right)
\]  
(32)

\[
J_1 = \frac{16n^4}{(n^2 + 1)^3(n^2 - 1)} K_2 - \frac{8n^2(n^4 + 1)}{(n^2 + 1)^3} K_1 + \frac{(n^2 - 1)^2}{(n^2 + 1)^2} \left( \frac{1}{p} - 1 \right)
\]  
(33)

\[
J_2 = \frac{16n^4}{(n^2 + 1)^2(n^2 - 1)^2} K_2 - \frac{8n^2}{(n^2 + 1)^3} K_1 + \frac{(n^2 + 1)^2}{(n^2 - 1)^2} (1 - p)
\]  
(34)

\[
J_3 = \frac{16n^4}{(n^2 + 1)(n^2 - 1)^3} K_2 - \frac{8n^2(n^4 + 4n^2 + 1)}{(n^2 + 1)(n^2 - 1)^3} K_1 + \frac{8n^2(n^2 + 1)}{(n^2 - 1)^3} (1 - p)
\]  
(35)

\[
K_1 = \sqrt{\frac{n^2 + 1}{n^2 - 1}} \left( \log \frac{\sqrt{n^2 + 1} + \sqrt{n^2 - 1}}{\sqrt{n^2 + 1} - n - 1} + \frac{1}{2} \log n \right)
\]  
(36)

\[
K_2 = \frac{n^2 + 1}{4} \left( 1 - \frac{p}{n} \right) + \frac{1}{2} K_1
\]  
(37)

\[
p = \sqrt{\frac{n - 1}{n + 1}}.
\]  
(38)

The result for \( A_1 \), in somewhat different form, was known to Walsh\(^{10}\) in 1926.

5 RESULTS

The results of evaluating Eqs. (28)-(30), together with \( A_2 = n^2 A_1 \), are shown graphically in Fig. 1 as functions of \( n \). We have used Eqs. (32)-(38) to compute the \( J_k \) and have checked the results with a 92-point Gaussian integration. Note that \( A_i \) and \( B_i \) go to the correct limits when \( n \) goes to unity. Figure 2 shows \( C(n) \). It is zero, as expected, when \( n = 1 \) and goes as \( n^2 \) for large \( n \).
6 CONCLUSION

We have demonstrated the consistent diffusion interface condition for photons at a discontinuity, in the form of Eq. (23), and evaluated the coefficient $C(n)$ of the flux exactly. This approach is not adequate at a vacuum boundary for the usual reasons that vacuum boundaries require special conditions in diffusion theory. The proper approach is to derive a modified extrapolated end point. Work is in progress on this problem.
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Fig. 1. Boundary Coefficients

Fig. 2. Boundary Coefficient \( C(n) \)