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Imaging of Spatiotemporal Coincident States by DC
Optical Tomography

Harry L. Graber*, Yaling Pei, and Randall L. Barbour

Abstract—The utility of optical tomography as a practical noninvasively with near infrared (NIR) optical methods [5].
imaging modality has, thus far, been limited by its intrinsically  Many groups are attempting to apply these methods in either

low spatial resolution and quantitative accuracy. Recently, we ; ; ; ; _ . ;
have argued that a broad range of physiological phenomena might _nonlmaglng near infrared spectroscopic [6}-[10]; topographic

be accurately studied by adopting this technology to investigate imaging, [11]-{15]; or tomographic imaging [16]-[18] modes

dynamic states (Schmitzt al, 2000; Barbour et al, 2000; Graber fOr the purpose of studying large tissue structures. While
et al, 2000; Barbour et al, 2001; and Barbour et al, 1999). promising results are being reported, the practicality of these
One such phenomenon holding considerable significance is themethods remains to be clearly defined. One concern is the
gyf‘amticsh‘)f the,Vﬁ‘SCU'gt“re’Whi‘l"lh Eas been well characterized as gpatial resolution, which most investigators report as being
eing both spatially and temporally heterogeneous. g

In this paper, we have modeled such heterogeneity in the limiting on the order of 0.5 cm gt bESt_ [191-[22]. How ml_JCh of this is
case of spatiotemporal coincident behavior involving optical con- du€ to fundamental limits attributable to scattering, and how
trast features, in an effort to define the expected limits with which much to limits in methodology, is unclear. Regardless, given
dynamic states can be characterized using two newly described the resolution of alternative imaging methods, the practical
reconstruction methods that evaluate normalized detector data: utility of spatial maps having such resolution seems limited. It

the normalized difference method (NDM) and the normalized con- . : : : ;
straint method (NCM). Influencing the design of these studies is the is our view, however, that the real value of imaging large tissue

expectation that spatially coincident temporal variations in both  Structures with NIR light lies in its having superior performance
the absorption and scattering properties of tissue can occtin vivo.  not in the spatial domain, but rather in the time domain.

We have also chosen to model dc illumination techniques, inrecog-  Measures that provide information regarding the temporal
nition of their favorable performance and cost for practical sys- properties of hemoglobin states in tissue (i.e., blood volume,
tems. This choice was made with full knowledge of theoretical find- blood oxygenation) are commonly performed and have sub-

ings arguing that separation of the optical absorption and scat- . . X -
tering coefficients under these conditions is not possible. stantial value. For thin structures (e.g., fingers), optical methods

Results obtained show that the NDM algorithm provides for in the form of pulse oximetry [23] and photoplethysmography
good spatial resolution and excellent characterization of the [24] are used to measure arterial oxygenation levels and blood
temporal behavior of optical properties but is subject to inter- yolume changes, respectively. For large tissues, blood volume
parameter crosstalk. The NCM algorithm, while also providing changes often are measured using pneumoplethysmographic

excellent characterization of temporal behavior, provides for . )
improved spatial resolution, as well as for improved separation of methods in the form of pulse volume recording [25]. In each

absorption and scattering coefficients. A discussion is provided to C8S€, th? metholdology employed provides a spatially inte-
reconcile these findings with theoretical expectations. grated, time-varying signal.
Index Terms—Crosstalk and nonunigueness, dynamic optical to- A key value of collecting ime-series measurements using

mography, inverse problem, physiological dynamics, physiological NIR optical methods is tha.t one can isolate signals unique to the
oscillations. vascular compartment. Significantly, features of the vascular

rhythms, which include the cardias L Hz—2 Hz), respiratory
(~0.1 Hz—~0.5 Hz), and vasomotor~0.04 Hz-~-0.15 Hz)
frequency ranges, are known to reflect critical physiological
SSESSMENT of tissue function by noninvasive methodgnctions and often serve as markers for disease. For instance,
is playing an increasingly important role in the detectioa reduced amplitude in the cardiac frequency band, when
and management of disease processes. One class of nobaerved distal to areas having more normal values in pulse
surements having clinical significance is the monitoring ofolume recordings, is a reliable indicator of arterial stenosis
hemoglobin states. These can be studied continuously detween the two measuring sites. In situations of this type, we
believe that the ability to localize such events on the basis of
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For instance, if a beat frequency detected in the periphery e =0.06 cm™, p/=10 cm™
is equal to the rate of ventricular contraction, then it can be
reliably taken as originating from arterial structures. Similar
associations between the respiratory frequency and venous
structures, and vasomotor frequencies and the microvessels,
are well known [26].

The existence of distinct frequency ranges in the vascular re-
sponse, the deep penetrating power of NIR photons, and the rel-
ative homogeneity of chromophores that absorb light at these
wavelengths in tissue is a useful fortuitous combination. While
the value of optical parameter maps may be limited as a conse-
quence of their modest spatial resolution, it is our view that sim-
ilar maps that encode temporal signatures, which serve to define
distinct functional properties of the vasculature and its interac-
tion with the surrounding tissues, will likely have substantial

value. Itis worth emphasizing that this information is obtainable
without the use of contrast agents. The contrast mechanism is ’ ¢ 8 cm
the natural temporal variability of the hemoglobin signal itself.

Recently, we have begun to explore this promising territory.
Our approach comprises three principal efforts. First, we refg. 1. Dimensions and geometry of target medium.
ognize the need to have available a well-engineered, yet flex-
ible, data-collection platform suitable for examining the temdata, and which we have called the normalized difference
poral variability of the vascular response in a large volume @fethod (NDM) [29]. Comparisons between first-order solu-
tissue [1], [27], [28]. Second, we have sought to improve afbns obtained using this method and either the standard Born
the stability and speed of the numerical methods used for imagieRytov approximation revealed that the NDM is remarkably
reconstruction [29]-[31]. Third, we have focused our attentiogtable to the image-degrading effects of an insufficiently
on characterizing the accuracy with which temporal informagcurate initial guess. This was revealed both by the qualitative
tion attributable to dynamic processes can be identified in r&ccuracy of recovered spatial maps and by the fidelity of the
constructed spatial maps obtained using the experimental a8govered temporal behavior.
numerical methods we have developed [2]-[4]. Building on the success obtained with the NDM, a modi-
One important class of dynamic tissue models we ha¥gd algorithm, which we have called the normalized constraint
considered exhibit spatiotemporally coincident behavior. Thigethod (NCM) [30], [31] was subsequently developed that re-
refers to states wherein two or more time-varying processggns the NDM's insensitivity to systematic error in the initial
are o.c_curring at the same time and Iocat.ion_. Certainly,. this igyBess and also provides for improved separation of the absorp-
condition that can be expected to occur in tissue. For instanggn and scattering properties in the case of dc measurements.
temporal fluctuations in tissue blood volume at any one site gqy this paper, our goal has been to quantify the fidelity with
need not parallel that of blood oxygenation. Similarly, th@hich poth the NDM and NCM can isolate fluctuations in a
variability in the. tis§ue optical.absorption coefficient need NQhedium’s optical parameters, in the limiting case of spatiotem-
follow changes in light scattering. 3 porally coincident behavior. Our basic approach has been to as-
In this paper, we have explored our ability to accurately chagiq different time-varying functions to the absorption and scat-
acterize complex dynamic behavior in dense scattering mediatéﬁng (diffusion) coefficients for two inclusions, compute the

amodel of tissue, in the limiting case in which two differentprormage time series, and compare the accuracy of the recovered
cesses are spatially and temporally coincident. In particular, Whatial and temporal information.

have sought a further test of the fidelity with which two recently
reported methods applied to dc data can simultaneously dis- Spatiotemporal Properties of Target Medium
tinguish perturbations in absorption and diffusion coefficients
when both exhibit different complex temporally varying behav-
iors at the same location [29]-[31]. Our test model consider
two included objects, each of which has two distinct compl
time-varying functions assigned to it, one corresponding to i ) ) . ) .
absorption coefficient and the other to its scattering coefficier®’ the_hght gray background |r11'che f|glure were f}at'c’ with
Results obtained add to the accumulating evidence that dc Eg}menca! values ofi, = 0.06 cm G}nd“S = 10em . Four
tical tomography is capable of accurately characterizing com; e-varying functions—(L, t), .HS(L’ £), pa(R, 1), and
plex dynamic states in highly scattering media. to(B, 1), whergL and R respectwely, denote the Ieft—hand
(dark gray region in Fig. 1) and right-hand (black region
in Fig. 1)—were assigned to the optical coefficients in the
inclusions. That is, four different aperiodic fluctuations were
Recent reports [3], [29] have described a new method fpresent in the medium simultaneously, with two of the four
image recovery that is well suited for the analysis of time-serispatially coincident in each inclusion.

The target medium explored, shown in Fig. 1, is a geo-
trically simple two-dimensional structure consisting of an
-cm circle with two embedded 1-cm diameter inclusions.
e absorption /,) and reduced scattering:’() coefficients

Il. METHODS
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TABLE |
PROPERTIES OFTEMPORAL FLUCTUATIONS ASSIGNED TOINCLUSIONS OPTICAL COEFFICIENTS
Wa us'
Dynamics Dynamics
Range (cm™) Range (cm™)
Left Right Left Right
0.096 - 0.144 Quasiperiodic | Chaotic 12-18 Chaotic | Stochastic
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Fig. 2. Time series (rescaled to range frer to +1) assigned to the optical coefficients of the target medium’s inclusions.

The particular functions chosen were easily generated regeries, and the range of each of these four functions includes
resentations of the types of dynamics that are known to ocalfvalues from—1 to +1. Plots showing the first 200 points of
in tissue vascular structures—quasi-periodic, chaotic, addL, t), A(R, t), S(L, t) andS(R, t) are shownin Fig. 2. The
stochastic fluctuations [32]. The ranges of coefficient valuepiasi-periodic time seried (L, t) was generated by adding
and the types of temporal fluctuation modeled are specifiedtimo sinusoidal functions with incommensurate frequencies
Table [; the indicated ranges fpr, andy/, represent 20% fluc- [33]. Chaotic time serie§(L, t) and A(R, t) were generated
tuations about mean values of 0.12 and 15 énmrespectively. by assigning randomly generated initial values to the Hénon
The optical coefficient values assigned to the inclusions weeguation [34]. While the same equation was used for both time
computed from the formulas series, by choosing different initial values the two chaotic time
series generated are uncorrelated. The stochastic time series

fta(L, t) =0.12[1 + 0.2A(L, t)] ed.
S(R, t) was generated by drawing independent samples from

ta(R, t) =0.12[1 + 0.2A(R, t)] a random variable uniformly distributed betweed and+1.

) (L, 1) = 15.0[1 + 0.25(L, #)] A total of 1000 values were computed for each function.

wo(R, t) =15.0[1 4+ 0.25(R, t)] (1) B. Detector Data Generation

where A(L, t) is a quasi-periodic time series{(R, t) and Tomographic data for the simulated tissue models were ac-
S(L, t) are chaotic time series aift{ R, t) is a stochastic time quired by using the finite element method to solve the diffu-
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sion equation with Dirichlet boundary conditions for a dc sourddanW,. and has a lower condition number. The second refine-
[29]-[31]. For a spatial domain with boundaryoA, thisisrep- ment is to apply a range constraint to the image reconstruction,
resented by the expression within each iteration.
Here, reconstructions were carried out on the detector data

v [D(r)pr(r)] ““(r)(b(%) B _6(r rs)’_ _ e A @ time series using both the NDM and the NCM. We did so to
where ¢(r) is the photon intensity at position, r, is the provide a clear comparison of the quantitative differences and
position of a dc point source, anf(r) and ., (r) are the image quality derived, with particular, but not exclusive, em-
position-dependent diffusion and absorption coefficient§hasis on the issue of parameter isolation. In both cases, a con-
respectively. Here, the definition used for the diffusion CoeFugate gradient descent (CGD) algorithm [36] was used to com-
ficient was D(r) = 1/{3[ua(r) + pi(r)]}, wherep (r) is pyte numerical solutions to the modified perturbation equation
the position-dependent reduced scattering coefficient. F@gae (3)]. The reconstructions were carried out on a finite-ele-
ward-problem solutions were computed for each of six sourcgnt mesh containing 959 elements and 510 nodes (hence, 1020
positioned about the target at 6thtervals, with each source unknowns); the same mesh was used at all time points and for
located at a depth of 2 mm in from the extended boundagyth methods. For the NCM reconstructions we made appro-
(i-e., within the strip lying between the physical and extendggiate use of prior knowledge of the algebraic signs of the per-
boundaries) [29]-[31]. Intensity values at eighteen locations,@thations. This involved applying a positivity constraint (i.e.,
the same depth as the sources but spaced’ang@ivals, were |ower bound zero, no upper bound) on the absorption coefficient
used as detector readings. Imaging operators were computggy a negativity constraint (i.e., upper bound zero, no lower
in the manner described in [35], for each of the resulting 1Q§mnd) on the diffusion coefficient.
source/detector pairs. Sets of detector readings were computeie (subsequently modified) procedure used for generating
for each value of the time-varying optical coefficients in thehe data considered in this paper combined the forward- and in-
target’s inclusions. A single set of imaging operators, ComPUtQQrse-problem computations in a single program, computing the
for an 8-cm-diameter homogeneous medium whose properti§ector data and reconstructed images for the first time point,

are equal to those of the static region of the target, was usedQén those for the second time point, etc. From the total elapsed
all inverse problem computations. time between successive image file writes, an upper limit of
) 2 min can be established for the image reconstruction time.

C. Image Reconstruction Procedures

Both reconstruction algorithms considered in this paper segk Quantitative Assessment of Temporal Accuracy and
to solve a modified perturbation equation whose form is Interparameter Crosstalk

W, - ox = 61, 3) An important goal in developing post-reconstruction analysis
wheresx is the vector of differences between the optical profichemes for image time series is the development of simple nu-
erties [e.g., absorption and scattering (diffusion) coefficientg]ericm indexes of the accuracy with which spatial and temporal
of a target (measured) and a “background” mediWh, is the féatures of the target medium are recovered. At the same time,
weight matrix describing the influence that each voxel or it iS recognized that any reduction of a large quantity of data
ement has on the surface detectors for the selected referdfé@ @ Single number entails the loss of information. The com-
medium, andsT, represents a normalized difference betwediOMise we have struck is to select a set of six accuracy fea-
detector readings obtained from the target in two distinct staté4/€S whose numerical value can be precisely defined. These
The difference between (3) and a standard linear perturbati@i$: 1) qualitative spatial accuracy of the instantaneous or static
equation lies in the structure of the right-hand side. In both tifBage features; 2) quantitative accuracy of the instantaneous
NDM and the NCM, the right-hand side of (3) is defined by ©F static image features; 3) temporal fidelity; 4) interparameter

(I-To); crosstalk; 5) qualitative spatial accuracy of the temporal vari-
(6L.); = I 0Ji (L) (4) ability of the optical properties; and 6) quantitative accuracy of
(To): the temporal variability of the optical properties (see Tables Il

wherel, is the computed detector readings corresponding tyaq |11). Hereafter, we use the generic symhbolo stand for
selected reference medium, dnandl, represent, in the exam- any of the modeled time-varying behaviors, ando denote
ples considered here, the intensity ata specific time pointand {Rg time series of one of the recovered coefficients. Addition-
time averaged mean, respectively. As explained in [29], formaly, pairing ofu andw in a subscript (€.gz.,) indicates com-

solution of (3) givesix as a sum of two terms. The first term iSyarison between a recovered optical coefficient and the corre-

the conventional first-order perturbation equation solution. TR@yonding coefficient in the target (e.g., targetversus image
second is a correction factor whose magnitude is a function of

the difference between the properties of the media representeg consequence of the imposition of range constraints is that (3) becomes
by the subscripts?*” and “0.” nonlinear with respect to the measurement data. That is, it is no longer the case

: : tW -1 [adT() 4551 | = a W - 16T(H + bW - 161(2) . As our reconstruc-
The NCM employs the same normalized difference [See (4 n strategy does not, either explicitly or implicitly, depend on an assumption

in the right-hand side of (3) as the NDM does, and introduce@sthis sort of linearity, no difficulty arises from its loss.
two additional refinements [30], [31]. The first of these is 2Prior knowledge of the direction of perturbations with respect to the back-
Weight-matrix scaling in which the elements in each column @found is not, however, a requirement for implementation of the NCM. An ex-

.. , . ample of successful recovery of properties of a target in which simultaneous
W, are divided by that column’s mean value. In the resultinggie and negative perturbations were present in both optical coefficients is

systemW!. - §x’ = 41,., the scaled matri¥~. is more uniform presented in [31].
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TABLE 1l
OPERATIONAL DEFINITIONS OF THESPATIAL AND TEMPORAL ACCURACY FEATURESUSED TOASSESS ANDCOMPARE THE
PERFORMANCE OF THETWO IMAGE RECONSTRUCTIONALGORITHMS

Input Information

Spatial or Temporal Operational
” Ideal Val
Type Accuracy Feature Definition cal Value
Qualitative spatial rud), Ful®); ru(f) =1,
accuracy of optical = u(xy)
Static parameter values u'=u'(x), rut) =-1°
(Individual images) v=v(x,y)
Quantitative accuracy é"uv(’f) 0
(global) su(t)
Temporal fidelity 1007ti&u')v(x: y); 100
u = u(?),
u'=u'(t),
v=u(f)
. Inter—parameter
Dynamic P 10072 (x, )° 0
(Image time series) crosstalk W)
ot ; 1) 55 (x, )" d
Qualitative spatial w\XV ) 1) N/AS,
accuracy of temporal 2)r..; 2)1
information
u' = S:u(x:y)’
v =5,,(x.7)
Quantitative temporal 8,(x, ) 0
accuracy R (x, y)

Symbols used here denote;,, = correlation coefficient (see Table 113;,, = covariance (see Table Ill};; = standardized covariance
(see Table I11)5..,, = root mean squared difference (see Table i#l);y = spatial coordinates; = time;u, u’ = eitherp or D™ (m =
model function, or target mediumy; = eitherpu; or D" (i = image). a) This correlation is ideally1 for the particular target medium
considered in this report (because the absorption and diffusion coefficient perturbations are spatially coincident and have opposite algebraic
signs), but not generally. b) if designates, say’, in a pixel within the left-hand inclusion, therl can be any of the three modeled functions
D(L)™, pa(R)™, or D(R)™. c) Here,u may designate any of the four modeled time-varying functions (as in Figs. 7 and 8). d) The
qualitative spatial accuracy information resides in the appearance of the covariance map (see Figs. 7 and 8), rather than in the numerical values
that are computed.

D), while pairing ofu’ andwv in a subscript (e.gr,,,,) indicates puter,,,, the spatial correlation between imaggeand targefD
comparison between noncorresponding coefficients (e.g., targebetween imagé® and targef:,. Because all parameter per-
Lt Versus imageD) Finally, the superscriptsi® and “m” are turbations were localized to the same two inclusions Apg
used, where necessary to remove ambiguity, to indicate optieals always positive whilé\ D was always negative (relative to
parameter time series in the recovered images and in the tatgetbackground), these latter correlations ideally would-the
medium, respectively. The spatial quantitative accuracy index (second feature) we

The first two of the six accuracy features are well apprediave adopted i$,,/s., the ratio of the root mean squared
ated and are applicable as well to phantom study results ¢BMS) difference between the spatial distributions of an optical
tained for static imaging modalities. They identify the accyparameter of the target medium and image to the instantaneous
racy with which the recovered contrast features, for any givetandard deviation of the same parameter’s spatial distribution
image within the time series, lie within the true boundaries of the the target. The ideal value of the ratio is zero, because
corresponding target features and match the true inclusion céyp; = 0 in a perfect reconstruction. A ratio of unity would
trast. As a quantitative index of spatial accuracy (first featurahpdicate that, in quantitative terms, the reconstructed image
we compute the spatial correlatiop, between each recoveredis no better than a homogeneous spatial distribution equal to
image in the time series and the true distribution of the corrlte mean of the optical parameter’s true value in the target
sponding optical parameter of the target medium at that instam¢dium. A ratio greater than unity would indicate that the
(i.e. imageu, versus target,, imageD versus targeD). For image is a quantitatively poorer representation of the target
the particular target medium we used, it was also useful to cothan the uniform target mean.
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TABLE I
FORMULAS FOR COMPUTING INDICES OFSIMILARITY BETWEEN A SPATIALLY OR TEMPORALLY VARYING PROPERTY OF
THE TARGET MEDIUM (u) AND OF THE SET OF RECONSTRUCTEDIMAGES (v)

Statistical Similarity Index Formula
1 & _ _
Covariance (5.) Suw = N_1 Z (”n —u )(Vn - V)
n=1
. 1 &(u,—u —
Standardized Covariance (s.,) Sw =277 v, —7)
u N-1:30 s,
Correlation Coefficient (7.) P ol
orrelation Coefficient (7, .
" N-1ZF0 s, s,
1 N 5 %
Root Mean Squared Difference (8,,) S, = [ﬁ Z:(u,l - vn) }
n=1

Here,w andv are the mean values afandv, s,, ands,, are their standard deviations, aidis the number of pixels (spatial similarity)
or of time points (temporal similarity) included in the calculation. When computing first and second accuracy features (see Table 1),
indicated summations are performed over all spatial locations, for a fixed time point. For the third through sixth features, summations are
over all time points at a fixed position.

The temporal fidelity (third feature) of a time series is meaentage, ot00r2,, . 4 Ideally, this index would have a value of
sured by the accuracy with which the image time series recovés at all points within the image.
the true local temporal variations of the target medium. We con-To assess the qualitative accuracy with which the recovered
sider perfect temporal fidelity to occur when the recovered tintemporal behaviors coincide with the actual target locations
series for either optical coefficient is equal to any linear congfifth feature), spatial maps of covariancg, () values between
bination of the true temporal functions in both optical coeffithe modeled functions and the recovered pixel time series
cients at the same location. We adopt this definition to allow fevere computed. Covariance is the appropriate measure of the
a clear distinction between temporal fidelity and crosstalke degree to which a recovered temporal behavior is spatially
corresponding quantitative index is (see Tablelﬂo)r(?u guyyr  Accurate because, unlike the correlation, the (magnitude of the)
the square of the correlation coefficient (expressed as a pesvariance between two time-varying functions is large only
centage) obtained from a linear fitting of the single recovereéfdboth functions evolve similarly in time and they both have
time seriesv to the two target medium time seriesand v’ large-amplitude fluctuations. For these computations, the ideal
at the same location. The numerical value obtained is the pegsult would be that, say, the reconstructedt) in pixels
centage of the total temporal variability inthat is linearly lying within the left- and right-hand inclusions, and only these
attributable to the temporal variability in the optical paramepixels, show significant covariance with (L, ¢) andu, (R, t),
ters of the medium. respectively. At the same time, the reconstrugig¢¥) should

The issue of interparameter crosstalk (fourth accuracy feaot significantly co-vary with eitheD(L, t) or D(R, t), in any
ture) is relevant in cases where both coefficients are simultamegion of the reconstructed images. Each computed covariance
ously recovered. In keeping with standard practice, we defineap was subsequently adjusted by dividing in each pixel
crosstalk as the degree to which variations in one parameter layes,,, the standard deviation of the modeled function. The
misrepresented as variations in the other in the recovered iatvantage of working with this ratio, which we refer to as the
ages. We note that in the case of spatially coinciggrand D, “standardized covariancesy,), is that it simplifies the task of
it can be difficult to distinguish quantitative errors originatingjuantitatively comparing the results obtained for two or more
from crosstalk from other factors that can influence the recomodeled time-varying functions that have different variances.
ered coefficient values. Such discrimination, however, is pos-The temporal quantitative accuracy index (sixth feature) is
sible in cases where an additional dimension of information eanalogous to the second. In this case, we compute—at each spa-
ists, such as temporal variability associated with the inclusidial location within the inclusions—the ratio of the RMS differ-
contrast. The numerical index we use to measure crosstalk is¢émee between the temporal distributions of an optical param-
square of the correlation between a recovered optical parametier in the target medium and image to the standard deviation of
time series and the time series for the noncorresponding pardhe same parameter’s temporal distribution at the same location
eter of the medium at the same location, expressed as a perthe target. The ideal value of this ratio is zero, while values

3t might be objected that it would be more sensible or intuitive to define “Our use of temporal information to quantify crosstalk is the reason why this
temporal fidelity solely in terms of the relation between the dynamics of a régature is included in the “Dynamic” classification in Table II, even though the
covered coefficient and of the corresponding coefficient in the target mediuffcurrence of crosstalk is an issue that arises in all optical tomography domains,
In that case, however, there would not be a unique interpretation available i@t €xclusively in dynamic imaging
a finding of low temporal fidelity. Such a result could be the consequence of5The four time-varying functions assigned to the optical properties of the
either an outright failure of the imaging process to capture the true patternsteédium are mutually orthogonal; if this were not so, then of the ideal value
temporal fluctuations within the target medium, or of a high level of inter-pder this index would be the corresponding value of the projection’ainto u
rameter crosstalk. (see [36]).
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Fig. 3. Temporal averages, calculated over the complete set of 1000 reconstructed images in each timesef(@3,afd (C)] and ofD [(B) and (D)] in the
dynamic target medium sketched in Fig. 1. Results in (A) and (B) were obtained when the NDM was used for reconstruction, while those in (C) and (D) were
obtained when the NCM was used instead.

greater than or equal to unity have interpretations analogous td he variability of ther,,-versus-time anda,,-versus-time
those for the quantitative spatial accuracy index. curves in Fig. 4 (among the eight functions plotted, the lowest
We wish to point out that we are aware that, whereas the &V is 0.6% and the highest is 3.9%) is an indication of the de-
curacy features identified here are both informative and appmmendence of the spatial correlations on the temporal variability
priate for the cases we are studying, it is not the case that thafyhe optical coefficients in the inclusions. Itis seen that the spa-
can be applied indiscriminately. More generally, assessmenttial correlations exhibit no low-frequency fluctuations, which is
image accuracy may require measures that seek to quantify lagighificant because solutions to the forward problem certainly
accuracy as well. are nonlinear functions of the medium’s optical coefficients.
Consequently, it might have been anticipadggtiori that there
. RESULTS would be a nonlinear dependence of the recovered images on
o . ) the assigned optical parameters as a function of time. Also, it
A. Qualitative Spatial Accuracy of Optical Parameter VaIuesmight have been anticipated that the susceptibility of the re-
Examples of the recovered optical parameter images atpnstruction algorithm to the nonuniqueness phenomenon de-
tained using the two algorithms are shown in Fig. 3. The tgjgribed by Arridge and Lionheart [37] would be a function of
row corresponds to the temporal mean value of the resule time-varying optical coefficients values in the medium. It is
obtained when the NDM was used, and the bottom row is tegident, however, that neither of these possibilities is manifested
corresponding result obtained with the NCM. The dotted circlés our result.
in these figures show the actual locations of the inclusions.The spatial correlation data, while informative, do not com-
Inspection reveals that the NCM provides a considerably maptetely characterize the accuracy of the reconstruction result,
accurate spatial result, (i.e., improved edge detection and neddgause they don’t allow us to determine whether and to what
free of artifact). extent there is interparameter crosstalk in a medium whose ab-
Calculation of the first accuracy index (Section 1I-D angorption and diffusion coefficients are spatially coincident. They
Table 1) produces the time series of spatial correlations thaliso do not speak directly to the issue of the temporal fidelity
are shown in Fig. 4. As indicated in Table I, the ideal resufif the recovered time series. Instead, these findings primarily
for this computation is,,(¢) = 1 andr,.,(t) = —1. When address the question of whether and to what extent varying the
the image time series whose temporal means are shownniagnitude of the optical coefficient perturbations in the medium
Fig. 3 are compared tp™ (), the NDM images yield-,,(¢) affects the spatial accuracy of the recovered image.
andr,,(t) values whose means and CVs are 0.56, 1.4% and o ) ]
—0.58, 1.2%, respectively. The corresponding values for tf Quantitative Accuracy of Static Optical Parameter Images
NCM are 0.82, 1.9% and0.84, 1.9%. This indicates that the Calculation of the quantitative spatial accuracy index de-
NCM provides a considerably more spatially accurate resgltribed in Methods produces a set of curves qualitatively
for each set of detector data within the time series. similar to those in Fig. 4. Because of space limitations these
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091 The quantitative accuracy that we compute is a global index,
* e as the summation (Table Ill) performed to obtain the RMS dif-
WWMQ il ference is carried out over all pixels of the image. The quanti-

0.8

NCM: u"\’ v = yai

tative accuracy achieved specifically for the optical parameters
\ i of the inclusions (i.e., local quantitative accuracy) is revealed
NCM: u'= D", v = D' by examination of the scales in Fig. 3. Note that results shown
i include the value of the background, and that the true temporal
07F mean value fog, andD in the inclusions are 0.12 cm and
. 0.022 cm, respectively. In the case of the NDM, we find that the
H . NDM: «'=D™ v=Di 11e CONtrast is grossly underestimated, while the recovérésl
NDM: = 1", v = pt / much closer to the true value. In the case of the NCM, we ob-
‘ serve improved accuracy in the contrast, but this seemingly
occurs at the expense of an overestimatioafontrast.

ru\'

0.6

F ‘ X C. Temporal Fidelity

| | | | :
0~50 200 400 600 800 1000 Shown in'Fig. 5 are spatterplots wherein, for each of the two
) ) pixels considered in this example, the reconstrugiggt) is
time point plotted against the modeled () andD(¢). Each point in these
_ scatterplots corresponds to one point in the time series. It is ob-
NDM: u'= D", v = 1 served that the plotted points are nearly confined to a plane, two
| edges of which have been highlighted. The numerical values of
Bt the temporal fidelity index for the specific pixels considered in
i / RS this figure arel00r?, ., (L) = 99.5%, 100r%,¢ ., (R) =
-0.6 _ 98.6%. These results indicate that essentially all of the vari-
NCM: u'=D", v = p; ability in p,(t)" is attributable to a linear combination @f ()™
Fyry - NCM: u’Tyam, v=D 7 , andD(t)™. Thus, we find that whereas the surface detector re-
j | | N | " sponses vary nonlinearly with the assigned temporally varying
optical coefficients, the reconstructed coefficients do not. This
is by no means an inevitable result.

More extensive analysis of the data in Fig. 5 shows that they
exhibit neither significant nonlinearity in the dependence of
Ll AT ‘ ()t On g ()™ and D(#)™ nor any dependence of, ()’ on
- ‘ the remaining two modeled optical coefficients (i.e., absorption

‘ and diffusion coefficients in the other inclusion).
0 200 400 600 800 1000 The same correlation analyses were applied to the time series
time point of ., images reconstructed by the NCM algorithm. In Fig. 6,
we showy, (t)" versusyu, (t)™ versusD(t)™ scatterplots, for
Fig. 4. Time-dependent correlations, for both NDM and NCM, between tithe same two pixels as in Fig. 5, but using the results produced
tsrf:tr'g'cgr'fst{r'ﬁﬁt“eod”ir?fa%‘g:a' coefficients present in the target medium and i, 1o NCM. The numerical values of the temporal fidelity in-
dexes ar@00r7, ¢y, (L) = 99.4%,10077, ¢ .1y, (1) = 99.6%,

are not reproduced here, and instead we briefly summar?%'QiCh indicates that the use of constraints and weight-matrix
them. The mean value and CV for images.qfreconstructed scaling in the NCM does not result in any loss of temporal fi-
by the NDM are 0.99 and 0.37%, while far, reconstructed delity. It is again seen that each set of points defines a plane, two
by the NCM the corresponding nijmbers a?e 0.82 and 1.22669es of which are highlighted. Note that, in contrast to the case
These numbers show that there is an increase in quantitai‘QEFig- 5, these edges intersect the vertical coordinate planes at
accuracy of the NCM images relative to the NDM results. Trelgnificantly different heights above the horizontal coordinate
mean value and CV obtained for the recovered image® of Plane. In particular, the edges that run along the “Tafyjedxes

are 0.90, 6.10% for the NDM, and 0.62, 6.74% for the NCMis€ more slowly than do the edges running along the “Target
again revealing an increase in quantitative accuracy in tte” axes. This behavior is a significantly better approximation
results produced by the latter. It is noteworthy that, for eadf the ideal result[i.ey,(t)* independentob(¢)™]than is that
reconstruction method, the images have, on average, highetn Fig. 5. The results shown in Fig. 6 further demonstrate that
qualitative spatial accuracy than the images (see Fig. 4 andthe introduction of constraints and weight-matrix scaling does
Table 1V), but theD image time series also has greater temporapt introduce appreciable nonlinearity into the relation between
variability for the quantitative accuracy index. These findingie target and medium properties. Neither do they produce any
suggest the possibility that, for both algorithms, increases dependence of the reconstructed coefficients in either inclusion
spatial resolution occur at the cost of larger confidence intervals the properties that were present, in the target medium, in the
for the recovered parameter values. other inclusion. This is an indication that the NCM achieves ef-
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NUMERICAL VALUES FOREACH OF THE SIX ACCURACY FEATURE INDICES CONSIDERED INTHIS REPORT(SEE TABLE || AND
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TABLE IV

SECTION II-D) FORBOTH RECOVEREDOPTICAL PARAMETERS AND BOTH RECONSTRUCTIONALGORITHMS

Accuracy Spatial Location Optical Reconstruction Algorithm
Feature parameter
NDM NCM
Qualitative Global Ua 0.54 -0.58 0.78 - 0.86
spatial accuracy
of optical
parameter values Global D 0.55-0.60 0.83-0.86
Global Ua 0.97-1.00 0.78 -0.84
Quantitative
accuracy (global)
Global D 0.82-1.17 0.56 - 0.83
Temporal fidelity | Lefl: right-hand tiay D 97.2-99.6%
inclusions (one
pixel in each)
Inter—parameter | Left, right-hand Ha 52.2,51.6% 10.7,12.5%
crosstalk inclusions (one
pixel in each) D 42.5,41.7% 8.9, 9.0%
Qualitative , lha 0.54, 0.56 0.74, 0.71
spatial accuracy | Left, right-hand
of temporal inclusions (one
information® pixel in each) D 0.59, 0.62 0.83, 0.83
Left_hand Ha 48-5.0 4.7-48
Quantitative inclusion (all
temporal pixels) D 1.8-3.0 09-24
accuracy
Right-hand Ua 34-47 3.0-45
‘“Cg;i‘;’;)(a” D 0.4-3.1 0344

a) Numbers in this row are computed values of the spatial correlation coefficient defined in the fifth row of Table Il

fectively complete resolution of both the spatial and tempor@hat is, the apparent, reconstructed by the NDM is in reality
contrast of the two inclusions. essentially a 50/50 mixture of the target medium;sand D.

This is the worst-case scenario for interparameter crosstalk. On
the other hand, when the NCM is used, approximately 90%
of the variability in z,(t)" is linearly attributable to the true

The results displayed in the preceding figures are graphisalriability of p,(#)™. This shift to a~90/10 split indicates
demonstrations of the presence of interparameter crosstalktiat the NCM achieves significant reductions in interparameter
the reconstructed, time series, and of the fact that this featurerosstalk, in addition to the already-noted improved spatial
is present to a smaller degree in the NCM results. resolution.

The crosstalk index values computed for the data that arelf we now re-examine the data presented Fig. 4(B), we see
plotted in Fig. 5 (NDM reconstruction) are00r?, (L) = thatthe NCM datayield larger CVs than the NDM data do in the
52.2%, 10072, (R) = 51.6%. The corresponding crosstalkr,, time courses. In retrospect, this fact can be interpreted as an
indexes the NCM results (Fig. 6) ai®0r2, (L) = 10.7%, indirect suggestion that the former algorithm produces images
10072, (R) = 12.5%. Recall that both algorithms gave temcontaining less interparameter crosstalk. The reasoning under-
poral fidelity index values of nearly 100%. Taken together, tHging this conclusion is thai’ is strongly correlated withxp
fidelity and crosstalk numbers show that when the NDM is uséd both the spatial and temporal dimensions, but it is only in
for image reconstruction, only somewhat less than half of thiee spatial dimensions that is strongly correlated withx g
variability in u, ()" in the pixels considered here is linearly atTherefore, it can be expected that thg, time course corre-
tributable to the variability that actually was presentif{t)”*. sponding to the NCM images will have a larger temporal vari-

D. Interparameter Crosstalk
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In order to achieve a more complete characterization of the
spatial distribution of each modeled temporal function in the re-
covered images, we have looked for evidence of spatial crosstalk
in the latter. This is quantified by using a percentage-of-variance
index similar to that for interparameter crosstalk at a single loca-
tion. The difference is that here the comparison is between the
time series for a recovered optical parameter in a pixel within
one inclusion and one or both of the functions assigned to the
optical parameters of the other inclusion. Irrespective of the re-
construction algorithm, recovered parameter, or location within
the images considered, the interinclusion crosstalk (a measure
of spatial resolution) was never larger than 2.8%, and in most
T cases was less than 1%.

00625
2 E. Qualitative Spatial Accuracy of Temporal Information
g In Fig. 7, we show, for the results reconstructed by the NDM,
0.0610 el L maps of the standardized covariance betwegin)* and each of
0.145 Tl T “~ Target D the four modeled functiong, (L, t), D(L, t), u.(R, t), and
Target Ll\aj\"‘*“‘m; - D(R, t). The dotted circles in each panel show the correct lo-
0.095 0.028 cations and sizes of the inclusions. The results in Fig. 7(A) and

(B) indicate that bothu, (L, t) andu, (R, t) are reproduced in
Fig. 5. Plots ofu,, reconstructed by using the NDM, versus modgledand ; ; ing i ;
D, for a selected pixel in (A) the left-hand and (B) right-hand inclusions. Eactrbe Image time series in a spatlally accurate manner. However,

plotted point corresponds to a different time-point in the simulation time serid§l€ data presented in Fig. 7(C) and (D) shows thdt)’ actu-
The surface defined by each set of plotted points is nearly planar. Pixels chogdly is a combination of., (L, t) and D(L, t) throughout the

for this display are those in (A) row 20, column 13 and (B) row 20, column Zérea of the left-hand inclusion, and Pfl(R t) and D(R. t)
of the 40x 40-pixel images (see Fig. 3). . . T !
throughout the area of the right-hand inclusion.

Analogous standardized covariance maps, computed from the
e (t) reconstructed by the NCM, are shown in Fig. 8. Here, we
see [Fig. 8(A) and (B)] that the NCM also recovers the dynamic
properties of the inclusions’ absorption coefficients, with con-
siderably better spatial accuracy. The maps shown in Fig. 8(C)
and (D) indicate that interparameter crosstalk is not altogether
eliminated by this algorithm. However, when the gray levels in

Fig. 8(C) and (D) are contrasted with those in Fig. 8(A) and (B),
~ Target D it is apparent that the greatest (in absolute value) standardized
covariance between, ()’ and eitheD(L, t) or D(R, t) is sig-
nificantly smaller than that between, (¢)* and eitheq, (L, )
or u.(R, t). This is a qualitatively better result than that of
Fig. 7, in which theu, (t)¢ versusD(¢)™ covariances are of the
same magnitude as those betwget)? andy, (t)™.

Target u{,r\

0'O§8~ Just as for the static image data, spatial correlations between
3 the ideal and observed spatial covariance maps can be mean-
= ingfully calculated for the data shown in panels (A) and (B) of
I 4 7 A Figs. 7 and 8. The ideal value4sl in each case; the computed
0.073 2 e S : values for the data in Figs. 7(A), (B), and 8(A), (B) are 0.54,
0.145 7l NG 0.56, 0.74, and 0.71, respectively. These numbers confirm the
Target W, T XL observation that the NCM yields higher spatial accuracy of tem-

0_095'N 0.028

poral information.
Fig. 6. Plots ofi:, reconstructed by using NCM versus modeledand D, A smgll degree of spatial Cr(_)SSt?"k bEtW?en the inCIUSiO_nS is
for the same two pixels as were used for Fig. 5. Each plotted point correspoddent in the results shown in Fig. 8. This is not an artifact
to a different time-point in the simulation time series. The surface defined lspecifically introduced by the NCM. Close examination of the
each set of plotted points is nearly planar. corresponding results in Fig. 7 show that the same phenomenon
is present in the NDM results, but is distributed over a larger
ance. The results of the single-pixel crosstalk index computaea. This, and the greater variability in standardized covariance
tions, however, provide a more definitive demonstration of thalues found in the background region in the absence of con-
relative performance of the two algorithms with respect to thiraints, renders the spatial crosstalk in the gray-scale images
accuracy feature. presented in Fig. 7 less noticeable than that in Fig. 8.
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Fig. 7. Maps of standardized covarianc€ (), in each pixel, between the, image time series reconstructed by the NDM and each of the four temporal
fluctuations that were present in the target medium. Plotted’grdetween reconstructed, and (Ay.(L. t), (B) p.(R, t), (C) D(L, t), and (D)D(R, t).
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Fig. 8. Maps of standardized covariane€ (), in each pixel, between the, image time series reconstructed by the NCM and each of the four temporal
fluctuations that were present in the target medium. Plotted‘grdetween reconstructed, and (A)p. (L, t), (B) . (R, t), (C)D(L, t), and (D)D(R, t).

F. Quantitative Temporal Accuracy (Outside the inclusions the target mediwm is constant, and
so the quantitative temporal accuracy index in Table Il is unde-
As previously noted (see Section IlI-B above), the temporfhed.) Forp, reconstructed by using the NDM, the quantita-
mean value of the inclusiongi, was underestimated by bothtive temporal accuracy index is (mean, CV) 4.9, 0.5% for the
algorithms. It follows that quantitative accuracy of the recoveft-hand inclusion, and 4.0, 10% for the right-hand inclusion.
eredyu, time series within the inclusions will be also be poofThe indexes computed from the NCM data are left—4.7, 0.6%,
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right—3.8, 13%. That is, there is no significant difference begressing than previously. With reflection it quickly becomes ap-

tween the performance of the two algorithms with respect to tharent that the term “reconstruction accuracy” comprises many

sixth accuracy feature. different aspects of the relation between medium and image.
Also noted previously is the fact that the quantitative accurad@hus, we chose to focus our attention on a limited number of

of the temporal mean value of recover®dvas greater than that specific properties that can be precisely defined, are quantifi-

of the recoveredg,, for both algorithms. This pattern is seen agble, and encompass among them most of the information that

well in the quantitative accuracy indexes computed for the réould be required for assessing the degree to which a recon-

coveredD time series. These are: NDM, left—2.2, 13%; NDMstruction algorithm succeeds in reproducing the spatiotemporal

right—1.6, 52%; NCM, left—1.8, 25%; NCM, right—1.7, 61%.Structure of a target medium.

It is apparent that neither algorithm can quantitatively recover =~

the coefficient values with the same degree of accuracy with Significance of Reported Results

which it can define the spatial location of the inclusions or their 1) Qualitative Spatial Accuracy of Optical Parameter Im-

temporal properties. ages (Section llI-A and Figs. 3 and 4Perfect reconstruction
results would have yielded values ofl for r,,, at all time
G. Summary Tabulation of Results points. As described, neither reconstruction algorithm achieved

r}pe ideal value, but both consistently gave significant positive
image plots comparing only the reconstructeg(?) to the r4S, and the performance of the NCM was markedly better than

temporal properties of the target medium (i.e., Figs. 3, S_ésswat of the NDM. Efforts to compare these numerical indexes of

the corresponding analyses involving the reconstrutigine pa“"’." aceuracy to those_in other reports, ingluding_some of our
series also have been performed. The NCM yielded quali%\’-vn’ is hampered by their general absence in the literature.

. . . We also observed that the CV associated with egghis
tively ;uperlorD(t) reconstructions than the .NDM’ ofthe SAM&mall (<2%) even though the true absorption and scattering co-
magnitude as those presented above.fdr), in terms of both

. . ) eff#'cients varied by as much as20%. We consider this an im-
spatial resolution and |_nterparameter <_:rosstalk. _The reS_U|tSp%rtant observation, for the following reason. Suppose it were
all temporal accuracy index computations, for time series ,q that, as the most expansive interpretation possible of recent
both recovereg, andD, are summarized in Table IV. theoretical findings [37] would have it, a given set of detector

data could correspond equally well to any spatial distribution of
IV. DISCUSSION ANDCONCLUSIONS D. Then there is no reason why the spatial correlation between
A. Review of Motivation the target and image need be approximately equal at different in-
stants in the time series. Thus, one might expggtto take on

Optical imaging methods hold the promise of enabling the VAl possible values betweenl and+1 with equal probability.

sualization of a range of fu_nctlop al propertles_ of t|ssug t hat e finding thatr,.,, actually exhibits little temporal variability
not d_e'te'ctable using other 'maging teghnplpgles. Their inher Qﬁd is, besides, always greater than 0.5) implies that the phe-
sensitivity to h.emoglobln., use of nonionizing energy Sourc&S, anon of nonunique correspondence between medium prop-
deep pepetratlng power In tissue, capacity to emplgy lOW'C%Jiies and detector readings is less problematical in practice than
portable instrumentation, and recently added capability of MOg54 sometimes been suggested.
ito_r.ing dyqamic states, all serve to underscore the expandingz) Quantitative Accuracy of Static Optical Parameter Im-
utility of this technology. o ages (Section 11-B): The results obtained for the target medium

A series of recent reports have described instrumentatighsidered here would suggest that better quantitative accuracy
[1], [27], [28] and numerical methods [4], [29] that we havgs optained when the NCM is used. In light of the finding that
adopted fOI‘ the CO||eCti0n a.nd ana|ySiS Of time'series |ma% NCM produces a more Comp|ete Separation of the Optica|
data. These methods represent various components of a Migameters, the quantitative results are not surprising. It bears
inclusive methodology that we seek to apply for the charactgepeating, however, that we assign higher priority to the goal
ization of the spatiotemporal properties of hemoglobin statgsachieving high qualitative spatial and temporal accuracy, and
and vascular reactivity in large volumes of tissue using ne@at no particular effort was made to ensure good quantitative ac-
infrared methods. It is our belief that such measures performegracy while developing the reconstruction methods that were
on tissue, either at rest or in response to some homeostgtenpared here.
provocation, represents a large untapped reservoir for identi3) Temporal Fidelity (Section IlI-C, Figs. 5 and 6Perhaps
fying new diagnostic measures of disease processes, as wethasmost significant result obtained is the finding that both the
for monitoring the influence of a host of therapeutic regimendNDM and NCM produce image time series that almost per-

While a number of reconstruction methods have been devidetly reproduce the local temporal behavior of the medium'’s
oped and many reports showing examples of recovered images$ical parameters, in a spatially accurate manner. In the case
have been published, there has so far been little emphasis plaafttie NDM, while spatially local temporal properties are faith-
on the need to specify quantitative criteria by which their pefully recovered, separation of two different temporally coinci-
formance can be measured and compared. With the introddent signals [i.e 4, (t) andD(t)] was not possible. On the other
tion of an additional level of data-analysis complexity assodiand, good separation of these parameters was achieved using
ated with performing dynamic measures [2]-[4], the necessitye NCM, albeit, as noted above, not with any particular quan-
for objective quantitative indexes of image quality now is morttative accuracy.

While space limitations have led us to explicitly prese
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A corollary consideration stemming from our interest in exaf optical tomography (i.e., not only for dynamic imaging). It is
amining the accuracy with which temporal behavior in opticalorth emphasizing that the correlation-based quantifications of
properties can be recovered is that the added temporal dimgrese features that allowed for distinct specification of contrast
sion can serve as a useful diagnostic tool for both interparafrem within and between both inclusions was possible because
eter crosstalk and spatial blurring (i.e., the contribution of thge reconstructed a time series of images from a medium ex-
medium’s absorption or scattering contrast in one location kbiting dynamic behavior. As mentioned above, the added tem-
the value recovered in another location) arising from interagoral dimension allows for distinguishing among the sources of
tions among either local or nonlocal contrast features. In caggssstalk.
where blurring occurs in conjunction with local interparameter
crosstalk, which we believe is the general case, it is hard ¢ |nverse Problem Solution Nonuniqueness
imagine how one could distinguish among these COntamlmmngRecent attempts to disseminate findings such as those in this
contrast features, or separate them from the true contrast recov-

ered at any location, without some additional label. The analog?per have been met with an increasing level of incredulity. As

here is to the use of radioisotopes or other labels in imagi Lgcopsequence, we feel_obhged to take a_step beyond simply ob-
studies for the purpose of localizing and distinguishing specific'Vind that these data imply that the main result of [37] should
features. Thus, the utility of considering temporal behavior {10t P€ interpreted to mean that separation of the effects of ab-
the optical coefficients extends beyond just its practical use SPtion and scattering when recovering images from dc mea-
we have envisioned it. s_urement datz?l is a practical impossibility. I-_|ereZ we offer plau-
One application we have considered, for which examinatisiP'e explanations that may serve to_ reconcile dls_crepanmes be-
of temporal behavior could prove of particular value, is thRV&en our observations and theoretical expectations.
specification of frequency-encoded spatial filters that can beln [37], an equation is derived that produces, for any speci-
used to improve image quality. The idea is analogous to tfigd initial spatial distributions of> andy.,, an infinite family
use of magnetic field gradients in MR imaging. For instancéf alternative media that would yield identical surface measure-
suppose a medium has a different temporal frequency assigfegnts. To amplify upon discussions in reports byéeil. [30],
to one of the optical parameters in each pixel. By examiniigl], we believe reconciliation between the apparent inconsis-
the frequency spectrum of the recovered time series in ed€Rcy of our empirical findings with theoretical expectations can
pixel, the contribution from each location in the target mediute traced to afailure to consider the volume that this set of media
can be specified. This procedure, in effect, amounts toogcupiesinD, n,)-space. We contend thatin the overwhelming
simple one-step nonlinear correction. In practice, its utilitynajority of cases, after all the alternative media that are physi-
would depend on the stability of the corresponding positioially or biologically unreasonable have been eliminated, those
dependent frequency filter to the expected variability in #hat remain all lie an acceptably small distance from the orig-
target medium. inal medium. We further contend that the minority of cases for
It also deserves mention that the results obtained concernimgich this is not true, although probably infinite in number,
the recovered temporal fidelity indexes reinforces the poiptobably constitutes a “dust” (i.e., a O-dimensional set of un-
made above regarding the issue of solution nonuniquenessanected points, possessing zero volume [38]) in the overall
Given that each computation of temporal fidelity comparg®, .., )-space. The latter contention implies that an arbitrarily
the properties of the medium and images at a single point, teisosen pair of spatial distributions &f and ., has zero prob-
accuracy feature should be a particularly sensitive indicator ghility of belonging to this set.
any genuine inability of reconstruction methods that operateCareful examination of the formula that generates the mea-
upon dc measurements to distinguish among different theorgfrement-preserving alternative media [37] reveals that many
ically possible spatial distributions of optical parameters. Ths them, while mathematically valid, have properties that im-
empirical observation that the temporal properties of the targfigdiately allow us to exclude them from consideration. The
were recovered with nearly perfect qualitative accuracy andyfost obvious are those which are physically impossible, re-
the correct location is a further indication that, as a practicgliiring thaty., be either negative or infinitely large at one or
matter, the existence of more than one medium correspondifgre locations within the medium. Others are quantitatively un-
to a given set of detector readings has little effect on thgasonable, containing numerical values figrthat are larger
reliability of our recovered images. than any actually found in tissue. Yet others are qualitatively
4) Interparameter Crosstalk (Section IlI-D, Figs. 5 andinreasonable, possessing spatial distributions,dhat are ei-
6): Results presented in this paper add to the evidence piiger literally or effectively (i.e., large variations on an unrealis-
sented in recent studies by Raiial, [30], [31] wherein the tically small spatial scale) discontinuous. Still more can be ex-
NCM was first described and its ability to reduce interparantgiuded because they possess features that are selected against
eter crosstalk in dc imaging data was initially shown. Clearlyy most of the regularization techniques that are typically in-
demonstrated in this paper is the finding that the differesbrporated into image reconstruction algorithms. (It bears em-
test functions can be effectively isolated, irrespective of thgdhasizing that these are used precisely because they constrain
functional form, or of the instantaneous value of the ratio ¢he available solution space to media that conform to reason-
absorption to scatter. able expectations and/or tpriori knowledge gleaned from
It should be noted that, as was the case for spatial resolutiother techniques.) Finally, an entire class of alternative media
interparameter crosstalk is a concern common to all applicatiazen, as a practical matter, be excluded because of the structure
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that the objective function (i.e., the quantity that a reconstruc-[4]
tion algorithm seeks to minimize) can be expected to have in
the vicinity of these media. Namely, that the objective function [5]
increases rapidly with increasing distance from the point in the
(D, nq)-space that corresponds to the alternative medium. This
occurs because small changes in the spatial distribution of théG]
alternative medium’s optical properties are sufficient to produce
appreciable changes in the surface detector readings, or, equi\ﬁ]
alently, in the value of the objective function. (It is interesting
that the very example employed to illustrate the main result in
[37] is of this type.) Consequently, an image reconstruction al- (8]
gorithm could produce one of these alternative solutions only
if the initial guess supplied to the algorithm differed very little [9]
from said solution. That is, each of the alternatives in this class
effectively corresponds to a singularity in the objective function.

Our experience with image reconstructions based on dc meg-0]
surements (this paper and [30] and [31]) strongly suggests that
after all the just-described unreasonable and effectively singulqh]
alternative media have been excluded, most of those that remain
have the property that their spatial distributiondbéndy,, are
qualitatively similar to those of the original medium. Within the
space of all possible{, p,) distribution pairs, these remaining [12]
alternatives lie within a bounded finite region that surrounds
the point corresponding to the original medium. The results we
have obtained lead us to conclude that in the ordinary course @3]
events, the maximum radius of said region is sufficiently small
that none of the alternative media within it differ from the orig- 14
inal medium in a qualitatively significant manner.

We fully expect that with sufficient effort, exceptions to the
preceding observational conclusion can be found; we will SUP[ys5)
pose for argument’s sake that infinitely many such media exist.
These have the property that after all unreasonable and effec-

. X . T
tively singular alternatives are excluded, those that remain Stlhl
are distributed throughout the entire biologically feasible region
of (D, ua)-space. The empirical fact is that we have not en{17]
countered any example of this latter type of medium, although
there has been no particular effort on our part to avoid them.
This leads us to advance the conjecture that these “pathologicdft8]
media, while infinite in number, do not constitute a set with fi-
nite volume in O, u,)-space. Rather, they correspond to a dus{19]
of isolated points, and the probability that an arbitrarily speci-
fied medium, or one composed of biological tissue, will happquO]
to have exactly the spatial distributions Bfand ., of one of
these points is vanishingly small.
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