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Dynamically Repairing and
Replacing Neural Networks

By Justin C. Sanchez, William W. Lytton, Jose M. Carmena, Jose C. Principe,

Jose Fortes, Randall L. Barbour, and Joseph T. Francis

he debilitating effects
of injury to the ner-
vous system can have a
profound effect on dai-
ly life activities of the
injured person [1]. In
this article, we present a proj-
ect overview in which we are
utilizing computational and bi-
ological principles, along with
simulation and experimenta-
tion, to create a realistic com-
putational model of natural
and injured sensorimotor control
systems. Through the development of
hybrid in silico/biological coadaptive symbiotic
systems, the goal is to create new technologies that
yield transformative neuroprosthetic rehabilitative solutions
and a new test bed for the development of integrative medical
devices for the repair and enhancement of biological systems.
The damage imposed
on neural tissues disrupts
the normal activation
needed to produce the
substrates for expressing
the intent of communi-
cation and control. An
analysis on the generation of sensorimotor programs in the
nervous system reveals that there are an intricate set of syn-
ergies among the hierarchical activation of multiscale signals
in the brain [2], temporal dynamics of their interaction [3],
and interplay among subsystems related to motor, sensory,
and reward signaling [4]. While great strides are being made
in medical practice to restore communication and control
functions, the approaches that are typically employed lack
the tools needed to assess the coordinated and time-varying
properties of systems of neurons. In essence, the clinical per-
spective in how to diagnose and treat injuries is limited by
the tools used to probe the system, which are often static and
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unable to contend with the perturbations that have been im-
posed by injury. A prime example of these limitations can be
observed in the neurosurgery theater where real-time assess-
ment of neuronal function in cases of traumatic brain injury
is difficult or often impossible to quantify or predict [5]. One
aspect of our team’s efforts is the production of multiscale
neural analysis through tools, such as electrophysiology and
functional tomographic, near infrared imaging [6] that al-
lows tracking of dynamic changes at a high temporal reso-
lution that could be used in the near future to help aid the
clinician.

The road map for developing the next-generation thera-
pies for repairing and replacing neuronal networks in the
brain injury requires a novel integration of neuroscience and
engineering approaches that can be used to understand, as-
sess, predict, and respond to perturbations of the nervous
system. The new focus is on symbiotic (biological in silico)
systems that exploit neuroscience knowledge and engineer-
ing methods to raise the combined system performance to
levels comparable to the intact biological system. Our work
moves beyond purely observational studies and seeks to in-
vestigate functional relationships between computational
and biological systems that coadapt with each other. We have
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recently assembled a team of scientists to develop a transfor-
mative experimental and computational approach capable of
deriving and modeling sensorimotor intention and somato-
sensory feedback in real time from perturbed neural systems,
facilitate the incorporation of artificial neural substrates into
biological signaling, and adapt the context of a rich real-time
environment for functional control. The fundamental scien-
tific approach is to utilize computational and biological prin-
ciples, along with simulation and experimentation, to create
realistic computational models of the sensorimotor system of
the brain. The work leads to the creation of hybrid in silico/
biological symbiotic systems relying on real-time error and
reward feedback, which by design are capable of interacting
with the reduced functional dynamics of the perturbed neu-
ral systems that we seek to repair, replace, or assist in injury.
In our endeavor, we hope to create new engineering design
procedures based on cognitively inspired dynamical models,
new technologies that yield transformative neuroprosthetic
rehabilitative solutions, and a new test bed for the devel-
opment of integrative medical devices for neural repair and
enhancement.

The restoration of communication and control to injured
networks is the primary goal of our work. Brain-machine inter-
face experimental test beds are used as a platform to study the
hierarchical dynamics of sensory, motor, and reward systems
in the context of injury and real-time environments. As shown
in Figure 1, experiments are designed to advance our under-
standing of system-level neural information processing and the
robustness of decoding through novel in silico models. Next,
we will introduce each of the key components of our work and
report on our progress and future goals.

In Silico Models for Testing Perturbation

It has been noted for the past 80 years that a major feature of
brain function is the tendency for dynamics and oscillation. The
implications of this basic property have been debated almost since
its discovery: are oscillations and dynamics an epiphenomenon
or are they really central to brain functioning? We have focused
on the broad spectrum of cortical oscillations with the idea that
the different frequency bands may be a key to the capacity of
cortex for multiplexing. Our models replicate the spectrum of ac-
tivity in a representative area of cortex. What is the use of these
oscillations? To answer this, we draw findings from recent inves-
tigations in reservoir computing. Discoveries in this area demon-
strate the possibility of developing active systems based on large
sets of active units such as neurons. These systems can produce
an enormous repertoire of dynamics that are stored in these dy-
namical reservoirs. We can then use these repertoires to study
perturbations in representation and behavior. In addition, since
our experimental test beds are hybrid biological-computational
in nature, the real neural networks that are being modeled can
actively be probed in vivo using small electrical perturbations to
induce neural activity. The modulation can be tracked through
the real neural substrate, and we can ensure that our in silico
model has the same properties. The difficulty lies in selecting the
proper subset of neurons to produce the dynamics that are suited
for a particular case. We are looking at reward-learning mecha-
nisms that would allow us to appropriately select the proper set
of activities. To deal with the exigencies of real-world interaction,
we develop our systems within the context of the perception-ac-
tion-reward (PARC) cycle. Note that this cycle can start at any
point: the system acts, observes the results of its action, and is
then either rewarded or punished for its efficacy or lack thereof.
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FIGURET The development of hierarchical, systems-based in silico models for sensory, motor, and
reward systems. The ability to predict and assess function under perturbed conditions leads to
improved communication and control in the environment. (Adapted from [7].)
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lectively, in this framework,
sensorimotor subsystems nat-
urally contribute to forming a
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PARC, which plays a critical role in organizing behavior in the
nervous system. We have directly interfaced the nervous systems
of behaving animal subjects with symbiotic computational mod-
els and shown that two-dimensional [8] and three-dimensional
[9] reaching control with RL is possible. During the process, we
have also discovered that modulation in the reward centers can
affect the performance of communication and control decod-
ing models [9]. Changes in the state of this primary RL signal
is a useful diagnostic tool to assess and affect the dynamics and
speed of adaptation of the full system [9].

Multiscale Analysis

Within these biological and in silico systems, we are studying
the nature of neuronal mechanisms subserving local cortical
computation and long-range communication in the brain. In
this regard, a promising but poorly understood aspect of corti-
cal dynamics that may lead to new decoding techniques is the
dependence of spike timing in single neurons upon the sponta-
neous local field potential (LFP). While neurons in early sensory
or motor areas respond to external factors such as visual orien-
tation or the direction of movement with systematic changes in
their spike rate, a large amount of jitter or spike-timing variabil-
ity remains in neural recordings. This spike-timing jitter has long
been dismissed as noise, but the advent of simultaneous record-
ings using multiple microelectrodes provided the opportunity to
record spontaneous ongoing activity in the form of the LFP and
measure the degree of statistical dependence between spikes
and the ongoing population activity. Once this internal receptive
field of the neuron is estimated, investigators can account for the
spike-timing variability due to internal dynamics alone. This can
amplify the fidelity with which the external receptive field can
be estimated, improving decoding performance. In particular,
we have shown that neural spiking depends upon large-scale,
frequency-specific LFP patterns occurring in multiple brain areas
[10]. This type of information adds another reference point for
us to pin down our large-scale simulations in our effort to de-
velop novel in silico models.

Summary

There is a great need to establish key foundations and knowl-
edge for the understanding and treatment of the millions of in-
dividuals suffering from the effects of nervous system injury. The
development of new medical therapies hinges on the ability to
understand the dynamics of hierarchical brain activity because
the current tools used to probe these systems are unable to con-
tend with the perturbations that have been imposed by injury
itself. We describe novel experimental test beds and computa-
tional methods for tracking and modeling dynamic brain activ-
ity at the multiscale level, as well as the creation of symbiotic
biological/in silico interfaces that lead to deeper insight into how
behavior is functionally generated and organized in the nervous
system. In short, we are developing next-generation tools that
allow scientists and physicians to probe and predict the ongoing
interaction between neural systems and behavior under natural
and perturbed conditions. We expect this approach to allow us
to produce truly realistic models for the diagnosis and restora-
tion of communication and control.
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