Event-related potentials (ERP) have been used to study cognitive processes in the normal human brain as well as to assess brain function in various types of patient populations. ERP offer a unique approach for examining multiple levels of brain functioning. Quantitative measurements of salient features extracted from ERP recordings reflect various aspects of brain function related to sensory as well as higher integrative processes.

For the most part, ERP represent an amalgam of heterogeneous components. Every component is caused by neurally induced currents in the brain, with each component manifesting spatial and temporal properties distinct from the other components. Identifying the neural origins of each component would provide fundamental information concerning the functions of the brain. Apart from invasive procedures, which are not feasible except in special circumstances, the only means of obtaining information regarding the locations of the generators is knowledge of the scalp current topographies (e.g., Vaughan et al. 1986).

Decomposition of the evoked potential can be achieved via a number of its known or presumed attributes. Among those proposed are stochastic independence (Donchin 1969), homogeneity across subjects of component spatial properties (Mocks 1988), and geometric and electrophysiological properties of generators (Cuffin and...

We propose a topographic analysis based on a combination of two ideas. The first is a representation of the evoked potential over the head as the product of a matrix specifying the spatial features of the evoked potential and temporal characteristics. Formally

\[ \Phi_i = A_i B_i \]  

where \( \Phi \) is the evoked potential at lead \( i \) and time \( t \), \( A_i \) is a matrix, each column of which determines the spatial configuration of one component, and \( B_i \) is a matrix, each row of which specifies the temporal progression of a component. The matrix product has the effect of making the scalp potential a linear combination of a number of underlying source potentials, each of which may vary in strength over time. Such a decomposition is explicit or implicit in the work of a number of researchers, including Maier et al. (1977), Achim et al. (1988), and Turetsky et al. (1990).

Further restrictions are necessary in order to obtain a unique solution to model 1. Mocks (1988) has proposed a related form that draws the necessary restrictions from two considerations of consistency between subjects, while Maier et al. (1987) and Achim et al. (1998) use a combination of orthogonality over time and dipole generator theory over space. This last, the instantaneous dipole model, specifies an explicit functional form for \( A_i \). In this chapter, we consider an alternative approach of specifying a functional form for the matrix \( B_i \). The resulting decomposition is unique, thus allowing us to examine the topography of various components without making assumptions about the nature and number of sources that generate each.

The functional form for \( B_i \) has for each row an exponentially decaying sinusoid

\[ B_i = e^{-\delta t} \sin(\omega (t - t_0)) \]  

This form is determined from known neuronal interactions. Its physical justification is that it can be derived as a consequence of interacting excitable and inhibitory processes if nonlinear interactions are excluded. This is similar to Freeman’s (1975) model of the evoked potential. O’Connor et al. (1989) derived the single lead model independent of Freeman’s earlier work and termed it the model-referenced analysis (MRA) of evoked brain potentials.

Practical advantages of this representation include reduction in topographical representation, interpretability, and stability. Representational reduction is a consequence of the fact that a single map is associated with each component, so that a few maps (on the order of five) are sufficient to contain all of the topographic information for a given evoked potential.

Interpretability and stability are both consequences of the fact that MRA components damp quickly in practice, so that each has most of its activity within the time interval of a single evoked potential peak. It is easy to relate MRA components to activities that have been studied in connection with peak analysis; they tend to be stable from one subject to another.

Analyses based on model 1 can focus either on the spatial properties of the data or their dynamic properties. Our focus is on topography, especially with regard to topographical differences between different brain states. Our primary tool is the significance probability map (SPM) first used in connection with brain research by Duffy et al. (1998). We suggest some multivariate SPM that allows components to be determined. Discriminant analysis is also used as a global means of assessing differences.

For illustration purposes, we have chosen to analyze a set of data in which differences are experimentally induced rather than being the consequence of uncontrollable factors. Evoked potentials were measured in 24 subjects chosen to be homogeneous with regard to their medical background. A subject was studied under three conditions known to produce specific differences in the ERP, especially in P3. This repeated-measures approach tends to minimize problems arising from extraneous factors. The topography of P3 was of particular interest in this experiment, and two models, differing in how they modeled P3, were implemented and compared.

MATERIALS AND METHODS

Experimental Procedure

The subjects were 24 neurologically intact healthy males between the ages of 18 and 24. None had any past history of chronic medical problems. Subjects were seated in a sound-attenuated chamber and told to fixate on the center of a CRT 44 cm away. They were presented with three types of stimuli, each consisting of a straight line (42 mm) rotated into one of three possible orientations and passing through the point of visual fixation. The visual angle was 5.46°. The stimuli were presented one at a time in a random rate (2–5 seconds). The nontarget stimuli were frequently occurring vertical lines (75 percent). Two types of rarely occurring target stimuli were used: an arrow (pointing up) rotated from the vertical by 90° (horizontal) and a difficult-to-recognize target that differed from the vertical by only 3°. The targets were each presented 12.3 percent of the time. The subjects’ task was to press a button to all nonvertical stimuli as quickly as possible in a target-selection, reaction-time paradigm.

Electrodes

The entire 10/20 International system of electrodes was used (Electro-Cap) with the nasion serving as a reference and the forehead as a ground. Vertical and horizontal eye leads monitored possible eye movement contamination, and trials with excessive eye movement (> 75 μV) were removed.
milliseconds following the stimulus every 3 milliseconds (200 Hz sampling rate; band width 0.1-100 Hz). On-line digital filtering was performed on the data between 0.1 and 30 Hz.

Decomposing the Evoked Potential (MRA)

Our decomposition was based on the following dynamic model of the evoked potential:

\[ \phi(t) = \sum_{i=1}^{n} A_i e^{-\delta_i t} \sin(\omega_i t + \phi_i) \]

\( \phi \) is the evoked potential at time \( t \) and point \( t \) and \( A_i, \delta_i, \omega_i, \) and \( \phi_i \) are a set of parameters associated with the \( i \)th evoked potential component. The model assumes that each component has the form of an impulse at time \( t_i \) followed by a damped oscillation. The rate of decay is determined by \( \delta_i \), and the rate of oscillation is \( \omega_i \). The \( A_i \) are the gains at individual leads.

Model 2 was fit to each subject's waveforms averaged over all trials for each of the three target stimuli using a nonlinear optimization procedure with a set of 100 randomly generated starting values.

Two decompositions attempted are shown in the next section, entitled Results. One consisted of four components, the base minimum necessary to model the evoked potential elicited by a visual target paradigm in the interval between 20 and 2,086 milliseconds. The visible activity consists of PI, which was ignored because of its relatively small size. NI, P2, N2, P3, and late slow activity concentrated in the frontal leads and probably corresponding to the slow wave. It was omitted from consideration in testing for differences between stimulus conditions.

This activity can be minimally fit by a single component concentrated on NI, a second component for P2 and N2, a third component for P3, and a fourth component for the slow wave late activity. The second model for the evoked potential includes all of the components of the minimal model and an additional second component for P3. This component has higher frequency than the first.

Topographic Analysis

The topographies of individual components are displayed as current source density maps. Current strengths were computed by the Laplacian derivatives of the potentials, using the spherical spline approach of Perrin et al. (1989).

Both the statistics themselves and their associated probability measures can be used as bases for maps. The statistics are generally preferable, and we have used them. The Discussion section covers the reason for this.

Hotelling's \( T^2 \) and stepwise discriminant analysis were used as global measurements of topographical distances among the stimulus conditions. The Hotelling's \( T^2 \) was based on the nine-dimensional random variable constructed by averaging the potentials of laterally symmetric pairs of leads, excluding the frontal and occipital regions. A separate Hotelling's \( T^2 \) test was done for each component and for both target/nontarget and easy target/hard target dichotomies. Both three-way (all target conditions) and two-way (target versus nontarget) discriminant analyses were performed. Equal prior probabilities were specified, so that the overall null expected misclassification was two-thirds for the three-way discriminant analysis and one-half for the two-way discriminant analysis. Cross-validation was used as a means of estimating errors.

Results

Two models, one consisting of four exponentially decaying sinusoidal components and the other consisting of five such components, are summarized in Table 1, which gives the values of the parameters for the grand mean of the 24 subjects. Each component is specified by three parameters: the time at which its activity begins (i), the rate at which it decays (j), and the frequency at which it oscillates (k). As explained in the beginning of this chapter, these parameters are the same for all leads. We have also included the peak time and the goodness of fit statistic for the model. This last is the ratio of the sum of squares of errors to the sum of squares of total (SSE/SSP).

Figure 1 gives the set of topographic maps for the four-component model under the easy target condition. Because of the independence of the dynamic and spatial properties of the model, these maps and the traces of the individual components at any lead carry all the model's information. The topographic map of each component corresponds to its current source density at its peak.
The components of the four-component model are denoted A1 through A4, and the components of the five-component model are denoted B1 through B5. A1 and A2 are essentially identical to B1 and B2. For both models, these fit the early N1–P2–N2 activity, with A1 and B1 essentially fitting N1. As the topographic maps show, these components are in the lateral parietal and occipital regions. A4 is also clearly identifiable with B5, both components fitting a slow activity located frontally that follows P3. This component is probably the slow wave. B3 and B4 correspond jointly to A3, which fits P3. In both its frequency and its topography, B3 resembles A3 much more closely than does B4 and may be taken to be the primary P3 component. B4 is a possible secondary P3 component; it seems to be both frontal and parietal but not central. It may reflect the contributions of two distinct generators; alternatively, the parietal activity might be a consequence of the limitations of the MRA due to nonlinearities. B4 was not used in the statistical analysis. Table 2 summarizes the results of the Hotelling’s T² tests both for potential and current source density. A3, which corresponds to P3, showed the greatest differences (p=0.004 for potential, p=0.007 for current density) between target and nontarget. A2, the joint P2–N2 com-

### Table 1. Averaged MRA components

<table>
<thead>
<tr>
<th></th>
<th>Nontarget</th>
<th>Easy target</th>
<th>Hard target</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β   α   t</td>
<td>β   α   t</td>
<td>β   α   t</td>
</tr>
<tr>
<td>A1</td>
<td>11.38  49.834</td>
<td>10.593   18.406</td>
<td>10.548   17.598</td>
</tr>
<tr>
<td>A3</td>
<td>4.82   1.992</td>
<td>3.282   6.645</td>
<td>5.292   6.639</td>
</tr>
<tr>
<td>A4</td>
<td>3.349  2.710</td>
<td>5.115   2.657</td>
<td>2.496   5.373</td>
</tr>
<tr>
<td>B3</td>
<td>6.551  7.104</td>
<td>12.243   5.627</td>
<td>6.257   5.276</td>
</tr>
<tr>
<td>B4</td>
<td>3.472  10.476</td>
<td>2.483   3.218</td>
<td>9.564   2.448</td>
</tr>
<tr>
<td>B5</td>
<td>3.609  2.438</td>
<td>0.434   3.332</td>
<td>2.565   0.474</td>
</tr>
</tbody>
</table>

### Table 2. Hotelling’s T² for global differences

<table>
<thead>
<tr>
<th></th>
<th>Nontarget/target</th>
<th>Easy target/hard target</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F    df    p</td>
<td>F    df    p</td>
</tr>
<tr>
<td>A1</td>
<td>1.496  9.16  .230</td>
<td>.977  9.16  .493</td>
</tr>
<tr>
<td>A2</td>
<td>(1.405) (9.16) (.360)</td>
<td>(.350) (9.16) (.483)</td>
</tr>
<tr>
<td>A4</td>
<td>(2.785) (9.16) (.035)</td>
<td>(2.510) (9.16) (.050)</td>
</tr>
<tr>
<td>B1</td>
<td>7.594  9.16  .004</td>
<td>7.477  9.16  .004</td>
</tr>
<tr>
<td>B2</td>
<td>(4.034) (9.16) (.007)</td>
<td>(.800) (9.16) (.622)</td>
</tr>
</tbody>
</table>

Entries in parentheses are derived from current source density estimates, and the corresponding potential derived values are above them.
Table 3. Three-way classification

<table>
<thead>
<tr>
<th>Substitution</th>
<th>Cross-validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Resubstitution</td>
</tr>
<tr>
<td></td>
<td>Non-target</td>
</tr>
<tr>
<td>Nontarget</td>
<td>100.00</td>
</tr>
<tr>
<td>(79.19)</td>
<td>(12.50)</td>
</tr>
<tr>
<td>Easy Target</td>
<td>4.17</td>
</tr>
<tr>
<td>(16.67)</td>
<td>(56.67)</td>
</tr>
<tr>
<td>Hard Target</td>
<td>4.17</td>
</tr>
<tr>
<td>(29.17)</td>
<td>(20.83)</td>
</tr>
</tbody>
</table>

Entries are percent classified. Entries in parentheses are derived from current source density estimates.

Table 4. Two-way classification

<table>
<thead>
<tr>
<th>Substitution</th>
<th>Cross-validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Resubstitution</td>
</tr>
<tr>
<td></td>
<td>Non-target</td>
</tr>
<tr>
<td>Nontarget</td>
<td>8.33</td>
</tr>
<tr>
<td>(20.83)</td>
<td>(18.75)</td>
</tr>
</tbody>
</table>

Entries are percent misclassified. Entries in parentheses are derived from current source density estimates.

and fit the elementary components of an evoked potential. Which method one chooses depends on a number of factors and may well differ from problem to problem. Here, the salient features of the MRA and alternative methods are discussed. The alternative methods we consider are principal components analysis, the intersubject decomposition suggested by Mocks (1988), and dipole-based decomposition methods. It should be noted that these methods are not mutually exclusive. A paper by Turetsky et al. (1990) makes use of both dipole modeling and the MRA.

The distinctive feature of the MRA is that it makes use of a dynamic form that can be derived from a set of differential equations describing neuronal interactions. The multilead form assumes in addition that the time required for the signal to propagate through the head is short, relative to the duration of the evoked potential, and that the temporal and dynamic component showed appreciable differences between target/nontarget (p=0.005 for potential, p=0.005 for current density) and for easy target/hard target (p=0.041 for potential, p=0.029 for current density). It was the only component to show a strong difference between the two target conditions. At the N2 component, showed little difference, either between target and nontarget or between easy and hard target conditions. Significant levels were consistently better for potential than for current source density, but the differences were not large. Tables 3 and 4 summarize the results of the discriminant analysis. Both two-way and three-way classifications were quite successful; misclassification levels were well below those expected. Classification based on potential was somewhat better than classification based on current source density; for two-way (target versus nontarget) classification, the level of misclassification for current density was more than twice that for potential.

Figures 1-4 summarize the topography of the MRA components. Figure 1 shows the topography of the four-component model for the easy target condition, and figure 2 shows the topography of the five-component model for the hard target condition. Figures 3 show the topographies of the components of the four-component model for the nontarget and hard target stimuli, respectively.

Figure 5 shows significance probability maps for component A3 of the four-component model. Figures 5a-c are the individual paired t statistics for each of the three targets, and figure 5d is a map of Hotelling’s T² statistics.

**DISCUSSION**

The MRA

The MRA approach is one of a number of possible ways to model
properties of a specific component are independent of each other.

Principal components analysis, which is the earliest method of de-
composing evoked potentials (Donchin 1966), is based on the as-
sumption that components are un-
related in their noise. Since this
assumption is not sufficient to gen-
erate a unique solution, additional
more arbitrary constraints must be added. Those used in practice, such as varimax rotation, are drawn from
factor analysis.

Mocks' decomposition method is
based on the assumption that ERP
components differ between sub-
jects only in their relative strengths
and not in their individual dynamic
or spatial properties. Using this
idea, one can replace model 1 with a
sum of three-way products

$$\Phi_{n} = \sum \beta_{i} x_{i}$$

where $\Phi_{n}$ is the ERP for the subject $n$ at lead $i$ and time $t$, and where
the summation is over the set of components. Mocks shows that this
decomposition is unique.

Dipole-based decomposition
methods were first used exten-
sively by Scherg and his coworkers
(1984, 1985a, 1985b, 1989), although a
body of mathematical work pre-
dated that. They are based on the
assumption that the evoked potent-
tial is the product of a small num-
ber of sources each of which can
be approximated by a mathemati-
cal point with a linear charge sepa-
ration. Depending on the particular
model, the dipole may be regarded
as fixed in orientation or free to
change direction, and the dynamic
change of the dipole charge may
similarly be modeled or left free to
vary with the data.

The usefulness of a particular ap-
proach depends on a number of
Principal components decomposition is unquestionably the best in terms of its numerical tractability. Not only does it require relatively few computations, but the fact that it does not necessitate a nonlinear search means that its results are exactly replicable when it is conducted twice on the same data. Results of nonlinear optimization will depend on factors extraneous to the model. On the other hand, the assumptions on which principal components are based are tenuous in the biological sense. This is true not only of the rotation criteria in the model but even the assumption of unrelated noise for different components. While this last seems reasonable, it is in poor accord with the notion of communication between different sources. Principal components analysis has been shown (Wood and McCarthy 1984) to misallocate the signal at least to some degree. Coupled with its weak justification in the first place, this casts doubt on its usefulness. Macks' decomposition makes the same spatiotemporal independence factors, including the correctness of a model, its accuracy (given that it is correct), its computational tractability, and its sensitivity to departures from the assumptions on which it is based. With regard to these criteria, the following can be mentioned.
assumptions that our MRA model uses. Its defining criterion, that components between individuals differ primarily in their relative strengths, is hard to assess in terms of biological reasonableness. That criterion is clearly an idealization, but it would be useful if the differences in relative strengths were greater than spatial or temporal differences between subjects of their individual components. The biological reasonableness of this is hard to assess on a priori grounds; certainly, it does not follow as a consequence of any model of the brain. It might be interesting to see how the method compares with other decomposition methods when applied to a real data set.

Dipole-based decomposition methods have the advantage that there is no doubt regarding the physical model on which they are based. Evoked potentials certainly originate from charge separations at loci inside the head, and these can be modeled using classical results in electrical field theory. In addition, dipole models do not require that the temporal and spatial aspects of an evoked potential component should be unrelated, because moving and rotating dipoles can be modeled.

An additional advantage of the MRA to a dipole-based decomposition is that it may well require fewer discrete entities for an adequate model because extended dipole sheets may require multiple dipoles for an adequate modeling. An extended dipole sheet producing a coherent MRA component is intrinsically more plausible than a highly localized source producing a dynamically diffuse signal.

In summary, MRA-based decomposition and dipole-based decomposition are the only decomposition methods among those mentioned that have a clear biological justification. Neither is clearly superior to the other in all respects, and which is the appropriate one to use may depend on the specific application. The MRA topographic analysis is more of an exploratory method than dipole modeling.

The Components

We compared the two models that were used and our reasons for believing that the appropriate number of components is either four or five. In the case of the four-component model there is a clear need for all of the components if all of the most obvious peaks are to be explained. The parietal component, which is where the models differ, was motivated by topographic features of the data.

The examination of the grand means ERP at all leads showed P3 to be somewhat narrower at the base for the frontal leads than for the coronal and parietal leads indicating a faster dominant frequency at those leads. Since filtering cannot give rise to new frequencies, the possibility of two distinct components seems likely. Further, it is unlikely that the early activity can be an explanation, partly because its frequency is appreciably higher and partly because it seems to be damped too quickly to account for an effect observed at the time of P3.

Given that the suggested activities occur contemporaneously, it is hard to know how well they could be separated on the basis of the available data. The topography of B4 shows activity both frontally and parieta!y but not coronally, which is hard to reconcile as the activity of a single source. A possible explanation for the parietal activity is that there is not a distinct source toward the back, but a system nonlinearity induced by the magnitude of P3. This is a possible shortcoming of the MRA, and it may be necessary to go to nonlinear systems and numerically solve differential equations in order to overcome this. If system nonlinearity is the reason for the parietal topography of B4, P3 could arise from two distinct sources, one located frontally and the other located centrally or parieta!y, that discharge at about the same time and differ in frequency. Confirmation of that must await further investigation based on more data.

The use of two components to fit the NI-P2-N2 activity is underfitting at least from the biological perspective. A difficulty with the evoked potential being examined is that the peaks vary greatly in size. P3, for example, is considerably larger than P1. There are several practical difficulties in fitting components of different scales, and we have not attempted to do so here. Adequate modeling of the early activity would probably necessitate truncating the signal after N2.

Analytical Results

The results of the analysis are supportive of the idea that MRA-based topography can be a useful means of studying evoked potentials and the effects of different brain states. Cross-validated classification levels based on component potentials were good (10 percent two-way misclassification and 30 percent three-way misclassification), and the significance levels and topographic patterns of the significance probability maps correspond reasonably to the results of other studies. Thus, for example, A3 and Al both have well-defined topographies, but only A3 has strong significance or a well-defined significance topography.

Both the topography and the significance pattern of the A2 and B2 components suggest the involvement of more than one generator, at least for target conditions. The use of a single component under these circumstances is not the best possible solution. As we mentioned in the last subsection, it would probably be necessary to truncate the ERP prior to P3 in order to fit the early activity completely.

SUMMARY

A method of analyzing the topography of evoked potentials, together with some results of applying it to a set of data, have been presented. The results are consistent with what is known from other studies. We have shown that it is possible to distinguish between different stimulus conditions using...
this method and to discuss the spatial aspects of the differences. In recent years, EEGs and ERP topographical displays have proved useful in clinical diagnosis and neurological investigations. The practical value of such exploratory methods is supported by the success of the analytically simple BEAM system of Duffy et al. (1979). Our intention is to combine a model-driven decomposition with a data-driven topographical analysis as a means of looking deeper into the data without modeling all aspects of it.

This is not to deny the value of purely modeling efforts such as dynamic dipole models. Such models will doubtless prove extremely useful in understanding the workings of the brain. They can be considered to be the confirmatory part of an analytic effort in which methods such as ours are exploratory and diagnostic. The chief advantage of a method that is partly exploratory in nature is that it depends on fewer assumptions and is more useful in spotting patterns. On the other hand, a method that is only partly exploratory is capable of revealing things that a purely exploratory method might not.

Future improvements of the method could include incorporating nonlinearities into the dynamics and taking into account the autoregressive aspects of the noise.
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