Genetic correlates of the development of theta event related oscillations in adolescents and young adults
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ABSTRACT

The developmental trajectories of theta band (4–7 Hz) event-related oscillations (EROs), a key neurophysiological constituent of the P3 response, were assessed in 2170 adolescents and young adults ages 12 to 25. The theta EROs occurring in the P3 response, important indicators of neurocognitive function, were elicited during the evaluation of task-relevant target stimuli in visual and auditory oddball tasks. Associations between the theta EROs and genotypic variants of 4 KCNJ6 single nucleotide polymorphisms (SNPs) were found to vary with age, sex, scalp location, and task modality. Three of the four KCNJ6 SNPs studied here were found to be significantly associated with the same theta EROs in adults in a previous family genome wide association study. Since measures of the P3 response have been found to be a useful endophenotypes for the study of a number of clinical and behavioral disorders, studies of genetic effects on its development in adolescents and young adults may illuminate neurophysiological factors contributing to the onset of these conditions.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Studies of the age-variation of the effects of genotypic variants on the development of brain function will provide increasing insight into the processes of brain maturation and in particular the influences of neurophysiological factors during the transition from childhood through adolescence to adulthood. One important indicator of neurocognitive function is the P3 (or P300) response, evidenced by the production of a large positive waveform with a peak between 300 ms and 700 ms after the presentation of a target stimulus. The P3 response is elicited by infrequently presented target stimuli in a stream of more frequently occurring non-target stimuli in auditory or visual target detection (oddball) tasks, which call for the subject to respond to only the target stimulus. The P3 response has been proposed to index attentional and working memory resources (Polich, 2007). It has been associated with several anatomical loci including the supramarginal gyrus, hippocampus, locus coeruleus, anterior cingulate cortex (ACC), insula, and the right-lateralized frontal and temporoparietal regions of the ventral attention network which may be part of a distributed circuit (Menon et al., 1997; Brázdil et al., 1999; Ardekani et al., 2002; Polich and Criado, 2006; Mantini et al., 2009; Sara and Bouret, 2012; Walz et al., 2014). Studies of visual and auditory target detection tasks using functional magnetic resonance imaging (fMRI) suggest that common, supramodal functional systems are involved as well as modality-specific systems (Walz et al., 2013; Linden et al., 1999). Frequency domain analysis suggests that the theta band event related oscillation (ERO) is a major constituent of the P3 response (Karakaş et al., 2000a,b; Yordanova et al., 2003; Jones et al., 2006a,b; Rangaswamy et al., 2007). Theta EROs are important for processes underlying frontal inhibitory control, conscious awareness, recognition memory and episodic retrieval, as shown in a number of experimental contexts (Gevins et al., 1998; Jacobs et al., 2006; Klimesch et al., 1994, 2001, 2008; Vertes, 2005; Babiloni et al., 2009; Crowley et al., 2014).
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There are many changes related to brain development during adolescence that may affect theta ERO power. On the neuronal level, there is a decrease in gray matter density and cortical thickness in adolescence, as well as increases in white matter, reflecting synaptic pruning and myelination (Sowell et al., 2004; Toga et al., 2006). On the structural/anatomical level, trajectories of brain volumes of different regions and tissue types, as well as other features of cortical anatomy, exhibit curvilinear properties which vary between regions (Lenroot et al., 2007; Shaw et al., 2008; Giedd et al., 2001; Raznahan et al., 2011a; Sullivan et al., 2011) and between sexes (Lenroot and Giedd, 2010; Lenroot et al., 2007; Peper et al., 2011; Koolschijn and Crone, 2013), as determined by magnetic resonance imaging (MRI) of subjects between the ages of 8 and 20. Sex differences are also present in functional MRI studies of the development of task-related brain activity in adolescents and young adults in a number of different tasks (Rubia et al., 2006; Christakou et al., 2009; Rubia et al., 2010, 2013; Rubia, 2013). Brain networks develop from a pattern of local connectivity to more global patterns of connectivity (Fair et al., 2008, 2009; Power et al., 2010; Supekar et al., 2009; Uddin et al., 2011; Vogel et al., 2010; Zielinski et al., 2010; Menon, 2013; Wu et al., 2013). Systematic changes of the electrophysiology of brain activity occur with age, both in the resting state and in a variety of task-related conditions (Segalowitz et al., 2010; Power et al., 2010; Supekar et al., 2010, 2013; Rubia, 2013). Brain networks develop from a pattern of local connectivity to more global patterns of connectivity (Fair et al., 2008, 2009; Power et al., 2010; Supekar et al., 2009; Uddin et al., 2011; Vogel et al., 2010; Zielinski et al., 2010; Menon, 2013; Wu et al., 2013). Systematic changes of the electrophysiology of brain activity occur with age, both in the resting state and in a variety of task-related conditions (Segalowitz et al., 2010; Sturman and Moghaddam, 2011). Among the most prominent are decrease in power in oscillatory activity in both resting state and task-related activity (Yordanova and Kolev, 1997; Whithford et al., 2007). Sex differences in development have also been observed in task-related activity (Nanova et al., 2011, 2008). Previous studies have examined patterns of the development of visual and auditory P3 peak amplitude in adolescents (Katsanis et al., 1996; Hill et al., 1999a; Stige et al., 2007; Nanova et al., 2008; van Beijsterveldt et al., 1998, 2001; Carlson and Iacono, 2006; Sumich et al., 2012). A previous study from our laboratory of adolescents and young adults (ages 12 to 25) described the developmental trajectories of theta band EROs measured in both auditory and visual tasks at three scalp locations (Chorlian et al., 2015). That study found that the developmental trajectories of the theta EROs are characterized by a general decrease in power with age, with large differences in temporal pattern between males and females, and relatively small differences between task modality and scalp location within each sex.

It is an important scientific objective to characterize the genetic basis of the large neurophysiological and neuroanatomical changes occurring in adolescence, which influence the cognitive and affective processes underlying behavioral changes. Twin studies suggest that these genetic effects on P3 electrophysiological measures obtained in target detection tasks during adolescent development (Katsanis et al., 1997; van Beijsterveldt et al., 1998, 2001; Carlson and Iacono, 2006). A considerable number of studies have found high degrees of heritability for structural brain features measured in adolescents (see Douet et al. (2014) for a review) which exhibit a variety of developmental patterns as described above. Gene expression studies suggest large variations in gene expression during adolescence, both in humans and in rodents (Colantuoni et al., 2011; Kang et al., 2011; Naumova et al., 2013; Stead et al., 2006). Thus it might be expected that there would be considerable age variation in association between SNPs and neurophysiological measures during adolescence. To this end, genetic variants which have been shown to have a considerable association with neurophysiological measures in adults and in which the genetic factors are known to be related to cognitive function are attractive candidates for analysis.

The Collaborative Study on the Genetics of Alcoholism (COGA) previously reported an association with genome wide significance between the power of theta band (4–7 Hz) EROs in a visual oddball task and KCNJ6 single nucleotide polymorphisms (SNPs) in a predominantly adult sample (Kang et al., 2012). The protein encoded by KCNJ6 is known as GIRK2, which is widely distributed in the brain and is an important functional element in dopaminergic, cholinergic, GABAergic and glutamatergic synapses and hence regulation of neuronal excitability (Saenz del Burgo et al., 2008). To examine the age variation in the association between theta EROS and KCNJ6 SNPs during adolescence and young adulthood, the current study followed the methodology of a recent study of developmental trajectories of theta EROS (Chorlian et al., 2015), using the same sample of adolescents and young adults. Consideration of the results in that study (Chorlian et al., 2015), as described in Section 3.1, informed the analysis employed in the present study. The developmental trajectories (time-series) of the association between KCNJ6 gene variants and theta band EROS during the P3 response to targets in adolescents and young adults are measured by the effect size of the genetic variants in a non-parametric regression model of the theta band EROS. These associations are described as a function of age, sex, task modality, and scalp location. The current study is not designed as a replication of the adult study; 19% of the subjects included in this study were subjects in Kang et al. (2012). This is the first developmental study of neurophysiological function that characterizes trajectories of the genetic association of task-related electrophysiological activity with specific SNPs.

2. Methods and materials

2.1. Subjects

The sample comprised 2170 adolescents and young adults (1060 males and 1110 females) from the Prospective Study of the Collaborative Study on the Genetics of Alcoholism (COGA), examined within the age range of 12 to 25 years. COGA is a multisite collaboration designed to study the genetics of alcoholism (Begleiter et al., 1995) that has investigated members from multiplex alcoholic families (recruited through a proband in treatment) and a set of community (comparison) families, ascertained to be representative of the general population. These families were recruited during the years 1990 to 2000. The Prospective Study began in 2004 as a continuing study of adolescents and young adults from pedigrees ascertained in previous phases of COGA, and contained members from both the multiplex alcoholic families and the community (comparison) families. These families were recruited during the years 1990 to 2000. Over 80% of the subjects are from families originally recruited through an alcoholic proband, but fewer than 25% of the sample are first degree relatives of the probands, and many of the subjects from alcoholic families are only distantly related to the probands.

Participants in the study were reassessed at approximately two year intervals. Subjects were excluded from neurophysiological assessment if they had any of the following: (1) recent substance or alcohol use (i.e., positive breath-analyzer test and/or urine screen), (2) hepatic encephalopathy/cirrhosis of the liver, (3) history of head injury, seizures or neurosurgery, (4) uncorrected sensory deficits, (5) use of medication known to influence brain functioning, (6) history/symptoms of psychoses, (7) positive test for human immunodeficiency virus, (8) other acute/chronic medical illnesses that affects brain function and (9) a score of less than 25 on the Mini Mental State Examination. This sample comprised subjects with one or more neurophysiological assessments: 475 had 1 assessment, 583 had 2, 576 had 3, 494 had 4, and 42 had 5 assessments. Data from six collection sites have been included in this study: SUNY Downstate Medical Center; University of Connecticut Health Science Center; Washington University School of Medicine in St. Louis; University of California at San Diego; University of Iowa, and Indiana University School of Medicine. Recruitment and assessment procedures have been described elsewhere (Reich, 1996; Begleiter et al., 1998; Edenberg et al., 2005), and are also available at this website: https://zork5.wustl.edu/niaaa/coga_instruments/resources.
Genotyping was performed at Washington University School of Medicine in St. Louis on an OpenArray platform, and at Indiana University School of Medicine in Indianapolis on the Sequenom MassArray system on a larger group of COGA subjects of which the sample described here is a subset. OpenArray genotyping is a multiplex TaqMan assay platform. The OpenArray Genotyping Plate Configurator was used to design assays. Arrays were scanned on the OpenArray NT imager and genotypes were called using the OpenArray SNP Genotyping analysis software. Sequenom Assays (iPLEX Gold) were designed using MassArray Assay Design Software (Sequenom, San Diego, CA). Hardy-Weinberg equilibrium was computed separately in European Americans and African Americans, and cluster data was re-evaluated if HWE (HWE) was rejected. All SNPs were cleaned for Mendelian inheritance using PEDCHECK (O’Connell and Weeks, 1998), SNP allele frequencies and heterozygosities were computed in PLINK (http://pngu.mgh.harvard.edu/purcell/plink; Purcell et al. (2007)) using data on founders only included in the larger group. Ethnic stratification was assessed with SNPrelate (Zheng et al., 2012) using 64 ancestry-informative SNPs, as part of a larger 96 SNP panel developed at the Rutgers University DNA and Cell Repository (RUID ™). The genotypic platform for this sample included six KCNJ6 SNPs. Initially five SNPs were selected that were significant in Kang et al. (2012) for theta band EROs: namely rs702859 (synonymous SNP in exon 4), rs858008, rs1787422, rs857975 and rs2835850 (located in the intronic region between exons 3 and 4 according to HapMap Release 2.27); however, as rs857975 and rs2835850 were in strong LD with rs702859, they were not included in the study. An additional KCNJ6 SNP, rs2070995 (synonymous SNP in exon 3), was also available in this sample and included to provide the widest coverage of KCNJ6. Thus four of the available KCNJ6 SNPs were selected for this study: namely, rs858008, rs702859, rs1787422 and rs2070995; they were in modest LD with each other (0.04 < r2 < 0.53, 0.45 < D’ < 0.83; see Table 1).

Minor allelic frequencies for the KCNJ6 SNPs in the sample are provided in Table 2. Allelic distribution for all four SNPs as a function of age was calculated using kernel density methods, and no genotype deviated from its mean frequency of occurrence by more than 4% at any age, and that deviations greater than 2.5% occurred at fewer than 4% of the ages.

### 2.3. Electrophysiology

Two oddball tasks, one visual, the other auditory were used for this study (Cohen et al., 1994; Alexander et al., 1994). In each task, subjects were verbally instructed to suppress their eye blinks and to sit as still as possible. They were asked to respond to the target with a button press as quickly as possible, but not at the expense of accuracy, and not to respond to other stimuli.

### Table 1

<table>
<thead>
<tr>
<th>LD Matrix for KCNJ6 SNPs. Values of r² below the diagonal; values of D’ above the diagonal.</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs702859</td>
</tr>
<tr>
<td>rs702859</td>
</tr>
<tr>
<td>rs858008</td>
</tr>
<tr>
<td>rs1787422</td>
</tr>
<tr>
<td>rs2070995</td>
</tr>
</tbody>
</table>

### 2.3.1. Visual oddball task

A three-stimulus visual oddball task was employed with 280 visual stimuli of three different types: 35 targets (rarely occurring letter ‘X’) to which the subjects responded quickly and accurately with a button press, 210 non-targets (frequently occurring white squares) and 35 novels (rarely occurring random colored geometric figures) (probabilities of occurrence of 0.125, 0.750 and 0.125 respectively). Stimuli subtended a visual angle of 2.5° with stimulus durations of 60 ms and inter-stimulus intervals of 1625 ms. The stimuli were presented pseudo-randomly with the only constraint that a target or novel stimulus never preceded a target or novel stimulus.

### 2.3.2. Auditory oddball task

Subjects were presented binaurally with two tones of different frequencies. One stimulus was a low tone (600 Hz) and the other a high tone (1600 Hz) produced by a tone generator. Each stimulus had a 60 ms duration (10 ms rise and fall times and 40 ms plateau) and an intensity level of 60 dB. A computer initiated the stimulus. The probabilities of the rare and the frequent tones were 0.125 and 0.875 respectively. The use of the low or high tone as the rare (target) tone was alternated across the subjects. The auditory stimuli were presented through headphones (model ER-3A Tubephone Insert Earphones, 50 Ω impedance; Etymotic Research, Elk Grove Village, IL); the earpiece and a short length of the Tubephone were fitted under the electrode cap, and the individual left and right transducer cases were situated on either side of the neck. Subjects received a maximum of 400 trials with a uniform interstimulus interval of 1500 ms.

### 2.3.3. Event-related potential recording

All six collaborating sites used identical experimental procedures and EEG acquisition hardware and software. Subjects were seated comfortably 1 m from a monitor in a dimly lit sound-attenuated RF-shielded booth (Industrial Acoustics Company, Bronx, NY, USA), and wore an electrode cap (Electro-Cap International, Inc., Eaton, OH, USA) as specified by the International 10–20 System for Electrode Placement (Fig. S2). The nose served as reference and the forehead served as ground. Electrode impedances were maintained below 5 kΩ. Electrical activity was amplified 10,000 times using Neuroscan amplifiers and was recorded continuously over a bandwidth of 0.02–100.0 Hz on a Neuroscan system (Versions 4.1–4.5; Neurosoft, USA) as specified by the International 10–20 System for Electrode Placement (Fig. S2). The nose served as reference and the forehead served as ground. Electrode impedances were maintained below 5 kΩ. Electrical activity was amplified 10,000 times using Neuroscan amplifiers and was recorded continuously over a bandwidth of 0.02–100.0 Hz on a Neuroscan system (Versions 4.1–4.5; Neurosoft, Inc., El Paso, TX, USA) at sampling rates of 256, 500 and 512 Hz, depending on the Neuroscan version, and stored for further analysis. During analysis all signals were re-sampled to 256 Hz and bandpass filtered between 0.05 and 55.0 Hz. Artifact rejection threshold was set at 100 μV. A minimum of 20 trials of 100 ms pre-stimulus to 750 ms post-stimulus artifact-free data for each stimulus was required for analysis.

### 2.3.4. ERO energy estimation

Estimates of localized power of non-stationary evoked potential time series were obtained using the S-transform, a time-frequency representation method developed by Stockwell et al. (1996). This method has been previously described and implemented in our laboratory to evaluate event-related signals in the time-frequency

### Table 2

<table>
<thead>
<tr>
<th>SNP</th>
<th>Sample</th>
<th>Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs702859</td>
<td>0.28</td>
<td>0.29</td>
</tr>
<tr>
<td>rs858008</td>
<td>0.42</td>
<td>0.46</td>
</tr>
<tr>
<td>rs1787422</td>
<td>0.16</td>
<td>0.20</td>
</tr>
<tr>
<td>rs2070995</td>
<td>0.44</td>
<td>0.40</td>
</tr>
</tbody>
</table>
domain (Jones et al., 2006a,b; Kamarajan et al., 2006; Rangaswamy et al., 2007).

Event-related electrophysiological data for the target stimulus from the visual oddball task and the auditory oddball task were analyzed. The amplitude envelope of the S-transform time-frequency region was averaged across single trials, per individual, to obtain estimates of event-related total power. Mean power was calculated for each electrode within time-frequency regions of interest that were defined by frequency band range and time intervals. The measures used in this analysis were the total power in the theta band (3.0–7.0 Hz) oscillation at the frontal (Fz), central (Cz), and parietal (Pz) midline electrodes extracted from the 300–700 ms time window, which corresponds to the window of the P3 component in the event-related waveforms. The time window and frequency band was chosen to capture relevant data from both tasks at the cost of being overly wide in both frequency and time ranges for each task individually, and used for reporting previous theta ERO results from our laboratory (Kang et al., 2012). The electrodes at the three scalp locations were chosen because of previous use in studies from our own laboratory (Jones et al., 2006b,a) and other developmental studies (Stige et al., 2007; Nanova et al., 2008). Correlations between measures were estimated using a method described in Section 2.4.1.

2.4. Statistical methodology

2.4.1. Developmental models

In a previous study (Chorlian et al., 2015), the trajectories of the means of the theta band EROs were determined using a varying coefficient local linear regression model (loess). An identical model with the addition of genotypic covariates was applied to the same dataset, and the time-series of parameter estimates (β values) for the genotypic covariates was obtained in addition to the phenotypic trajectories. These time-series of parameter estimates, when scaled by the standard deviation of the data, are the association trajectories.

Phenotypic trajectory modeling. The value of a neurophysiological index observed at a specific age represents the cumulative effect of developmental changes up to the age at which the observation was made. The time course of this cumulative effect is the trajectory of the developmental process. Since there is no explicit biological model for the developmental trajectory, no parametric form is attributed to it. In the varying coefficient model (Fan and Zhang, 2008) used in this study, the dependent variable, the development trajectory of the phenotype, is an implicit (non-parametric) function of age, and the effects of the independent variables (covariates) on the trajectory can vary with age. (In this study, the developmental trajectories are those of the natural logarithm of the theta ERO power values from the scalp locations mentioned above. The logarithmic transformation of the data was used to eliminate the skewed distribution found at every age. In the paper all uses of the word “log” as short for “logarithm” mean natural logarithm, including all text on figures.) The developmental trajectory s(t) is the mean of the phenotypic values at age of interest estimated by a local linear regression calculation (loess) (Cleveland, 1979; Cleveland and Devlin, 1988; Wu and Zhang, 2002; Wang, 2003; Hoover et al., 1998). The local linear regression calculation is a sequence of regression calculations each centered at a specific age in which the intercept of the regression line is the estimate of the trajectory and the slope of the regression line is the time derivative of the trajectory at the age at which the regression is centered. That is, a separate regression calculation is carried out to determine the mean and slope of the theta ERO power values for each central age, which ranges from ages 12 to 25 in one-tenth year intervals, using, in this case, age-invariant covariates. Each calculation contains data extending before and after the central age (except for the very first and last in the sequence); models centered one year apart share at least 86% of their data and models two years apart share at least 75%, so that there is considerable overlap in the data used for calculation in nearby ages. The regression is weighted by a function of distance of the observation from the central age, so that observations near the central age count more in determining the result than observations further away from the central age. Each of the six dependent variables, the theta ERO power values at each of the three scalp locations (electrodes) for each modality, is modeled separately in order to simplify the interpretation of the regression analysis. This methodology is adapted from the work of Cleveland (1979); Cleveland and Devlin (1988); Gasser et al. (1984a,b); Ramsay and Silverman (2002); Gasser et al. (2004); Molinari and Gasser (2004).

The model for each central age \( t_k \), \( k = 1 \ldots 131 \), is represented by the following equation, in which \( y_{ij} \) is the dependent variable for subject \( i \) at observation \( j \) at age \( t_{ij} \), \( W_k(t) \) the value of weighting function for the local linear regression model at age distance \( t \) from the central age, a function of the bandwidth (fraction of data included) \( h \), \( \beta_{0,n,k} \) the parameter to be estimated for covariate \( n \) for its effect on the intercept and \( \beta_{1,n,k} \) the parameter to be estimated for covariate \( n \) for its effect on the slope, and \( X_{ij,m} \) the value of covariate \( m \) of subject \( i \) at observation \( j \) and \( e_{ij} \) the error term. Different sets of covariates may be used for the estimation of the slope and the intercept. The weight \( W_k(t_{ij} - t_k) \) will be non-zero only for an interval near \( t_k \) and diminishes rapidly as the distance between \( t_{ij} \) and \( t_k \) increases. Note that the beta values are indexed to emphasize that each is the product of a separate estimation for each central age. (In the equation, intercept terms appear on the first line and slope terms on the second line. The summations are over the repeated indices in the covariates and betas.)

\[
W_k(t_{ij} - t_k) y_{ij} = W_k(t_{ij} - t_k) \left[ \beta_{0,n,k} + \sum X_{ij,n} \beta_{1,n,k} + e_{ij} + \sum X_{ij,m} \beta_{1,m,k} \right] \]

The above is the model which represents the following weighted least squares minimization problem to be solved for the \( \beta \)s:

\[
\sum_{ij} W_k(t_{ij} - t_k) (y_{ij} - \beta_{0,n,k} - \sum X_{ij,n} \beta_{1,n,k} - \sum X_{ij,m} \beta_{1,m,k} - (t_{ij} - t_k))^2
\]

In the statistical model as used for this dataset the covariates for the intercept included sex, family type (Alcoholic or Community; see Section 2.1), genotype (using an additive model) and a genotype × sex interaction, consistent with other studies of human development (Widén et al., 2010; Cousminer et al., 2013), and the first two principal components from the stratification analysis of the genetic dataset, which correspond to genetic ancestry (Astle and Balding, 2009); the only covariate for the slope is sex. Family type was used as a covariate in the regression analysis to address the possible differential effects, either genetic or environmental, of family history with regard to alcohol use disorders. Weights for individuals were adjusted to account for multiple observations on single individuals and co-presence of sibs in each of the local linear regression calculations. Weights for multiple observations from the same individual in any single regression calculation were adjusted by dividing each weight by the sum of all the weights used in the calculation for that individual if the sum was greater than 1. Weights for sibs were adjusted to account for commonality of SNPs; i.e. since on average pairs of sibs share 50% of their genotype, the weights for pairs of non-identical sibs was multiplied by .75, and correspondingly for larger numbers of sibs. The bandwidth for the kernel (Epanechnikov) was taken as 0.6 to minimize the mean squared error, although the variation in the size of the error was less than 2% over the range of bandwidths from 0.4 to 0.8. All calculations were carried out.
in Matlab2014a (The MathWorks Inc, Natick, MA, USA) using the function glmfit().

As there are 5555 observations spread over a 13 year age-range, there is sufficient data to provide estimates of the means of the variables at one-tenth year intervals and to provide estimates of the mean rates of change of the variables as well. Since 90% of the successive observations of individuals have an interval of greater than 1.75 years, no longitudinal modeling at the shorter time scale (6 months) at which significant changes in the measured variables can occur is possible. (The estimate for the time scale is derived from Sullivan et al. (2011)). Results are not independent between models for different ages since the data in each of the 131 regression models has considerable overlap with the data used in the models for nearby ages. Significance levels and effect sizes were obtained from the regression calculations and corroborated using a non-parametric bootstrap method with 1000 resamplings. The bootstrap also enabled the comparison of parameters estimated for different ages, since there was no simple direct method for calculating the covariance of the parameter estimates obtained from regressions with widely separated central ages.

The bootstrapping procedure is designed for independent observations and needed to be adapted to the presence of sibs and of multiple observations for each individual. It was decided to resample individuals, not observations. Individuals were selected with replacement from the dataset and each individual in the dataset was assigned the number of times she was picked in the selection procedure. In the interests of simplicity, the bootstrapping calculation repeated the actual data calculation with the full sample, including the adjustments for sibship and multiple observations for the same subject, but at the point when the regression calculations were carried out (i.e., the call to the Matlab procedure glmfit()), the weights assigned to each observation based on their distance from the central age were modified by being multiplied by the number of times the subject was included in the selection procedure. This was intended to preserve the overall character of the sibship alteration of weights, since if an individual was included in the sample multiple times, it was not considered desirable to count her as her own sib. Similarly, the multiplicity of observations from the same subject was preserved, since it was not considered desirable to diminish the effect of a subject being picked multiple times in the bootstrapping selection procedure.

Phenotypic correlation modeling. Age-centered and weighted correlations between theta ERO measures both within (intramodal) and between (intermodal) visual and auditory modalities for all pairs of locations were calculated using a method similar to that employed in the regression analysis, using the same age intervals and the same weights as used in the regression analysis. These are fully described in our previous study (Chorlian et al., 2015).

2.4.2. Age variation of genotypic effects

Just as the regression calculations provide an estimate of the mean value of the dependent variable, the phenotype, at each central age, they correspondingly provide a parameter estimate ($\hat{\beta}$) for each of the covariates in the regression model. The parameter estimates are transformed into effect sizes by rescaling them in terms of the standard deviation of the dependent variable values. The use of effect sizes (and their corresponding p-values) from the regression calculations provides a sequence of association estimates spaced at 1/10th year intervals over ages 12 to 25. In this method, association is a function of age specified by a sequence of values, not by a functional form. Compared to using separate non-overlapping age ranges, the use of the local linear regression method provides greater power from the use of more observations for each parameter estimate and greater temporal resolution while resulting in the smoothing of estimates and a more complex interpretation of the results. Since there are 4 SNPs and 6 phenotypes (3 scalp locations: Fz, Cz, Pz × 2 modalities: auditory and visual) there are 24 association trajectories for each sex, each with 131 points. The calculation of the association trajectories provides a new set of data which is then subject to statistical analysis to determine its own pattern of age variation and sex specificity across the range of phenotypes.

Identification of Significant SNPs. One of the principal objectives of this study is to describe the pattern of age specific variation of genotypic effects and to compare them across scalp location, modality, and sex within each SNP and between SNPs. Our interest is in the timing of significant genotypic effects on a single SNP level as a basis for these comparisons.

The evaluation of the significance of the association of the individual SNPs with theta EROs is determined by the selection of individual p-values based on control of the false discovery rate. Given the fact that this is a candidate gene study, in which at least a small proportion of the tested variables are expected to be significant, the control of the false discovery rate by the characteristics of data is appropriate. The method used to determine the false discovery rate for any particular level of p-value must be capable of dealing with correlated data, as p-values are correlated as a result of both the non-parametric regression method and the phenotypic correlations described in Chorlian et al. (2015) and summarized in Section 3.1.2. The method used is derived from that in Storey and Tibshirani (2003), which uses the distribution of the calculated p-values to determine the prevalence of results which reflect the absence of association, and correspondingly, the prevalence of results which reflect the presence of association. (The part of the original algorithm which estimates the proportion of the non-associated results was modified to deal more robustly with truncated p-value distributions when necessary, and provides a somewhat more conservative estimate than does the original).

Specifically, the distribution of p-values from non-associated SNP-phenotype pairs should be uniform on the interval from 0 to 1, while the distribution of p-values from associated SNP-phenotype pairs should be concentrated near 0. From the estimation of the occurrence of non-associated SNP-phenotype pairs, it is possible to estimate the occurrence of associated SNP-phenotype pairs, and to determine the false discovery rate, sometimes called a q-value, as a function of thresholding at different p-values. As with any thresholding technique, choice of a threshold is arbitrary, and the correspondence between p-values and q-values for levels $q < .05$ and $q < .01$ are provided. This procedure is appropriate for the evaluation of all obtained p-values collectively, as the algorithm deals with correlated values appropriately. This provides information on a fine-grained time scale. However, given the large number of central ages at which the regression calculations were performed, in the interest of condensation of information and ease of interpretation results are also provided for 7 overlapping 3 year age ranges extending from age 12 to 24. (Ranges: 12−15, 13.5−16.5, 15−18, 16.5−19.5, 18−21, 19.5−22.5, 21−24.) Medians of p-values across the age-ranges were calculated to provide coarse-grained results. The concentration of measure of the range of p-values introduced by use of the median was considerable, particularly in the range $0 < p < 10^{-2}$ and introduced a corresponding bias in the direct application of the Storey-Tibshirani algorithm. As a consequence, the false discovery proportion threshold derived from the calculation on the raw p-values was used to determine the appropriate threshold for the control of the false discovery rate in the median p-values.

Relation of genotypic values to phenotypic correlations. Given that the phenotypic variables show high degrees of correlation, as shown in Fig. 2 and described in Section 3.1.2, it would be expected that regression models of correlated phenotypic variables using the same model structure and using the same independent variables would
exhibit corresponding values for the parameter estimates, including the estimates for the effects of genotype. On the other hand, it also would be expected that some SNPs would be associated with biological factors acting in a spatially localized manner, while others would be associated with factors acting more globally. Because of the small number of SNPs available, a direct test of the similarity of phenotypic intramodal and intermodal correspondences and the correspondences of association trajectories between different scalp locations (intramodal) and different modalities (intermodal) across SNPs was not possible.

Noting the degree of heterogeneity between SNPs apparent in the association trajectories, and the apparent correspondences in significance of the association trajectories within the SNPs (see Fig. 3), a test of the null hypothesis that degree of within SNP correspondence could be the effect of a random occurrences of the significant SNP-phenotype association instances was undertaken. To be more specific, the within-SNP correspondences are between different scalp locations in the same modality, and between the different modalities at the same scalp location, where correspondence is based on simultaneous significance or non-significance of the coarse-grained \(p\)-values based on the threshold determined by controlling the false discovery rate at 5\% for the median \(p\)-values. The measure for correspondence between scalp locations is the sum of number of significant values for the three scalp locations for each age-SNP-modality combination and for the correspondence between modalities is the sum of number of significant values for the two modalities for each age-SNP-scalp location combination. Permutation tests are applied to the null hypothesis that random permutation of SNP-phenotype association instances, preserving either the scalp locations for the intramodal correspondences and the modality for the intermodal correspondences, as well as the age relation, could be responsible for the observed pattern of correspondences. The tests permute the SNPs in each scalp location for the intramodal correspondences and in each modality for the intermodal correspondences while keeping all other relations constant. That is, it preserves the correlations which are the result of the regression method, as well as the phenotypes in the correspondences. A chi-squared test is used to compare the distribution of the correspondence measures between the observed data and the permuted data calculated for 1000 permutations of the SNPs.

3. Results

3.1. Phenotypic (ERO) results

Results from a previous study of developmental trajectories of the phenotypes from the dataset used in this study (Chorlian et al., 2015) are summarized to provide a context for the results regarding the developmental trajectories of the genetic associations. Figs. 1 and 2 are identical to Figs. 1 and 2 in Chorlian et al. (2015).

3.1.1. ERO power values

ERO power values had the following characteristics:

1. Male and female developmental trajectories of power were significantly different in their temporal characteristics, with more rapid decreases with age in theta ERO power in males than in females, and a less uniform rate of decrease with age in females than in males.
2. Male and female developmental trajectories of power were not significantly different in their regional characteristics. Relations between power at different locations were similar between males and females and the shapes of trajectories did not depend on location.

To illustrate the difference between male and female development in the trajectory plots, three different visual representations are employed in Fig. 1: in the top row the values are plotted to compare the trajectories themselves; in the middle row the relative values are plotted to compare the shapes of the trajectories without regard to levels of value; in the bottom row the rates of change of the trajectories are plotted to explicitly represent the size of the changes in the trajectories. This figure is explained in more detail in Section 3.1 of Chorlian et al. (2015).

3.1.2. ERO power correlations

ERO power correlations had the following characteristics, as can be seen in Fig. 2:

1. Both males and females exhibited increasing intramodal (between location) power correlations, with correlations between more distant locations showing the greatest proportional increase during the developmental period. Intramodal correlations were always larger than intermodal correlations.
2. Both males and females exhibited a decrease followed by a sharp increase in intermodal power correlations in a span centered at age 18 and ranging from ages 16 to 21, with the increase persisting to age 25. This, combined with the nearly monotonic increase within the intramodal power correlations indicates a divergence followed by a reconvergence in the developmental characteristics of the auditory and visual systems during the period from ages 16 to 21.

3.2. Genetic effects and gene × sex interactions

3.2.1. Trajectories of association

The trajectories of association were examined by the methods described in Section 2.4.2. Most importantly, controlling the false discovery rate at 5\% showed that about 24% of regression results were significant at a threshold of \(p < 0.009\). Bootstrapping confirmed the statistical characteristics provided by the Matlab glmfit() function. This is not surprising given the approximate normality in the phenotypic data and the absence of extremely small minor allele frequencies in the genotypic data. Permutation tests showed that significant results were non-randomly distributed across the range of SNP-age-phenotype combinations. Mean phenotypic differences between genotypes as measured by effect sizes in each sex were smaller than differences between sexes. The small differences between estimates of effect size at successive ages in each sex makes it difficult to obtain accurate values for rates of change on the genotypic level, so that comparisons between genotypes are made in terms of the mean values of the trajectory (cumulative effect). This fact must be kept in mind in interpreting the results. These results are described in detail in the paragraphs below.

Identification of significant SNPs. Using the method described in Section 2.4.2, an algorithm adapted from Storey and Tibshirani (2003) was used to determine the false discovery rate based on an estimate of the probability of a true null hypothesis. This estimate is based on the distribution of \(p\)-values of the entire set of regression calculations. This procedure, when applied to the \(p\)-values of the genotypic parameters from the 6288 regression calculations provided a conservative estimate of the probability of a true null hypothesis at 0.63. This is illustrated in Fig. 3. To control the false discovery rate at 5\%, the \(p\)-value threshold was set at \(p < 0.009\), which includes 24\% of the values tested. Correspondingly, as described in Section 2.4.2, using the proportion threshold to deal with median \(p\)-values for the condensed age ranges, 24\% of the median \(p\)-values are less than 0.0136. To control the false discovery rate at 1\%, the \(p\)-values threshold was set at \(p < 6.2 \times 10^{-6}\), which includes 8\%
of the genotypic parameters. Correspondingly, 8% of the median $p$-values are less than 0.0014.

Figs. 4 and 5 show the results of applying the criteria in the preceding paragraph to the data on both a coarse-grained and fine-grained time scale. The coarse-grained time scale provides an uncluttered view of the selection of significant SNPs by age ranges and suppresses inconsequential short-term variations in $p$-value. The fine-grained time scale provides plots of the effect sizes in a virtually continuous form, as well as indication of significance. The fine-grained time scale plot contains more information than the coarse-grained time scale plot but requires greater care in interpretation. For instance, many of the wiggles in the plot do not represent statistically significant variation of the effect sizes. Remarks on aspects of the results will refer to one or the other of the figures as appropriate.

On the coarse-grained time scale, the identification of significant associations between KCNJ6 SNPs and theta band ERO trajectories for the seven overlapping three year age ranges extending from 12 to 24 (ranges: 12–15, 13.5–16.5, 15–18, 16.5–19.5, 18–21, 19.5–22.5, 21–24) by thresholding the median $p$-values at 0.0136 is shown in
Intramodal Correlations

Intermodal Correlations

Fig. 2. Intramodal and intermodal phenotypic correlations. Intramodal correlations in top panel: Left columns: Auditory correlations; Right columns: Visual Correlations. Intermodal correlations in bottom panel: Left columns: Matching locations; Right columns: Non-matching locations. (For non-matching locations the first electrode is the auditory the second the visual.) Note that the scales are different between in the top and bottom panels.

Table 3

On the finer-grained time scale, sex-modality specific trajectories of SNP-phenotype association as represented by the effect sizes determined in the regression model using genotype and genotype × sex interaction as covariates are shown in Fig. 5 for each SNP-phenotype-sex association. The \( p < 0.009 \) criterion controls the false discovery rate at 5%. These spans of significance are indicated for each location at the bottom of each of the panels in Fig. 5.

Effect sizes of genotype range from 0.1 to greater than 0.2 in absolute value when statistically significant at a \( p < 0.009 \) level, the level established when controlling the false discovery rate at 5%. The larger values are comparable to the effect size noted for significant \( KCNJ6 \) SNPs in Kang et al. (2012). The relation between effect size and variance explained is \( r^2 = d^2 / (d^2 + 4) \) where \( d \) is the effect size used here and \( r^2 \) is the variance explained (Durlak, 2009). This implies that the values of \( r^2 \) for significant results range from about 0.25% to 1%.

Fig. 4. Each of the four panels illustrates values for a different sex-modality combination. Thresholding is at a level that controls the false discovery rate at 5%. Color coding is used to indicate the sign of the effect size of the minor allele. Table 3 provides a summary of the number of significant associations as a function of SNP, sex, and modality.

Table 3

Distribution of the sum of number of significant SNP-phenotype combinations over all age ranges.

<table>
<thead>
<tr>
<th>SNP</th>
<th>Male Auditory</th>
<th>Male Visual</th>
<th>Female Auditory</th>
<th>Female Visual</th>
</tr>
</thead>
<tbody>
<tr>
<td>rs702859</td>
<td>16</td>
<td>5</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>rs858008</td>
<td>13</td>
<td>8</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>rs1787422</td>
<td>6</td>
<td>6</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>rs2070995</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
Fig. 3. Distribution of observed p-values and a conservative estimate of the distribution of the p-values of the cases in which there were no genotypic associations in the data. There were 6288 observed p-values of which 4000 were estimated to be instances with no genotypic association. The bins are 0.005 wide. This plot corresponds to Fig. 1 in Storey and Tibshirani (2003).

Fig. 4. KCNJ6 SNPs: Identification of significant associations between KCNJ6 SNPs and theta band ERO trajectories for a coarse age scale (seven overlapping 3 year age ranges) for each sex-modality combination. Each panel contains the information for one sex-modality combination for all 4 SNPs. The sex-modality combination is labeled at the top of each panel. For each SNP the rows are ordered Fz, Cz, Pz from top to bottom and ages increase from left to right. The median p-value for each sex-SNP-phenotype-age combination is \(-\log_{10}\)-transformed and multiplied by the sign of the effect size of the minor allele for each combination and color coded in the plot. Thresholding at \(p < 0.0136\) controls the false discovery rate at 5% for the representation of age-specific p values by median p values in each age range. Markers on the color bars on the right of each plot indicate the signed median p-value on a \(-\log_{10}\) scale. \((-\log_{10}(0.0136) = 1.87)\).
The significance of the genotypic results must be understood in terms of biological processes involved as well as effect size and number of samples. Sampling variation and short term fluctuations in the measurement of electrophysiological variables mean that only durations of significant results of greater than 1 year should be given credence. Effect sizes of less than 0.1 when not part of a continuous significant interval greater than 2 years in duration should be discounted; this in particular applies to interpretation of the fine time scale figure. The use of age ranges as illustrated in the coarse time scale figure is an attempt to suppress the most likely false positive results.

Since the graphs show cumulative effects, the indications of significant difference at the bottom of each graph do not record the onset of the occurrence of the genotypic effect; the onset occurs earlier, perhaps at the time when the value of the effect size curve is near zero and the slope of the effect size curve increases in absolute value. This is difficult to quantify exactly, as the onset of genotypic effect is subject to the same uncertainty as the estimation of the ranges of
significant effect. Similarly, the cessation of genotypic effect probably occurs by the time the effect size curve reaches an extremum.

3.2.2. Correspondence between association trajectories

Visual assessment of correspondences between association trajectories can be made by examination of the horizontal colored bars at the base of each panel for males (left two columns) and females (right two columns) in Fig. 5. Intramodal correspondence can be examined by comparing the bars within each panel; Intermodal correspondence can be examined by comparing the similarly colored bars in adjacent panels of the male and female results in each of the four rows of panels, one for each SNP. Between SNP correspondence can be examined by comparing the similarly colored bars in the four columns of panels, one for each sex-modality combinations, on a pairwise basis.

Permutation tests, as described in Section 2.4.2 were carried out to determine whether the intramodal and intermodal correspondences between association trajectories were SNP-specific, with the null hypotheses that they were not. These tests were applied to the data of the coarse-grained analysis. It should be noted that these tests depend on the heterogeneity of the timing of effects between SNPs, and would be more accurate if there were more SNPs.

Test of intramodal correspondences. There were 162 correspondence measures for the intramodal data, as defined in Section 2.4.2, (7 age ranges × 4 SNPs × 2 modalities × 2 sexes), each of which was assigned a value equal to the sum of the number of p-values in the three different scalp locations less than the threshold, in this case $0.0136$. As observed, there were 13 3’s, 14 2’s, 15 1’s, and 70 0’s. A permutation test of the null hypothesis that the duplets came from a non SNP-specific combination of each of the same age range-scalp location-sex combinations showed that the null hypothesis could be rejected at the $p < 0.01$ level. Again this is the result that there are more pairs in which both values were the same than could be expected from a random, non-SNP-specific pairing.

Test of intermodal correspondences. There were 162 correspondence measures for the intermodal data, each of which was assigned a value equal to the sum of the number of p-values in the two modalities less than the threshold, in this case $0.0136$. Since there was only one occurrence of simultaneous significance for females, analysis was performed only on data from males. As observed, there were 18 2’s, 44 1’s, and 22 0’s. A permutation test of the null hypothesis that the duplets came from a non-SNP-specific combination of each of the same age range-scalp location-sex combinations showed that the null hypothesis could be rejected at the $p < 0.01$ level. Again this is the result that there are more pairs in which both values were the same than could be expected from a random, non-SNP-specific pairing.

3.2.3. Genotypic effects on phenotypic trajectories

As a consequence of the sex-specific genotypic associations, trajectories of phenotypes when effects of sex and genotype are modeled show strong age-specific sex and genotype effects, as illustrated in the plots of the visual Fz phenotype of the four KCNJ6 SNPs studied in this analysis (Fig. 6). Among the features, also observable in the previous plots, are opposite genotypic effects in males and females for rs1787422 and age reversal of genotypic effects in males for rs858008. The effect of family type (alcoholic or community family) was not significant using the same statistical methods as used for the genotypic variables, that is, controlling the false discovery rate to be less than 5%. This indicates that family history with regard to alcohol use disorders had little effect upon the phenotypic trajectories presented in the current study.

4. Discussion

4.1. Introduction

4.1.1. Phenotypic development

The features of development found in the previous study (Chorlian et al., 2015), a general decrease in power with age, striking differences in temporal pattern between males and females, and increases in cross-regional and cross-modal phenotypic correlation, are consistent with important features of brain development. The general decrease in power corresponds to the neuronal level decrease in gray matter density and cortical thickness in adolescence, probably reflecting synaptic pruning and myelination, and an increase in white matter (Sowell et al., 2004; Toga et al., 2006).

![Fig. 6. Estimate of mean log transformed visual ERO values at the Fz electrode by genotype and sex for each of the KCNJ6 SNPs analyzed. Plot legend indicates values by sex and number of minor alleles.](image)
The sex-specific phenotypic divergence corresponds on the structural and functional levels to the considerable sex differences in the trajectories of the development of features of brain anatomy (Lenroot and Giedd, 2010; Lenroot et al., 2007; Peper et al., 2011; Koolschijn and Crone, 2013) and in task-related brain activity (Rubia et al., 2006; Christakou et al., 2009; Rubia et al., 2010; Sumich et al., 2012; Rubia et al., 2013; Rubia, 2013). The increases in cross-regional and cross-modal phenotypic correlation correspond to the development of brain networks from a pattern of local connectivity to more global patterns of connectivity (Fair et al., 2008, 2009; Power et al., 2010; Supekar et al., 2009; Uddin et al., 2011; Vogel et al., 2010; Zielinski et al., 2010; Menon, 2013; Wu et al., 2013).

Previous studies of P3 related electrophysiological measures have established its heritability in adolescents, and association with specific SNPs in adults (Section 4.2.1). Thus it would be expected that at some time in the process of developmental leading to adulthood, theta EROs would be associated with some SNPs found to be significantly associated with theta EROs in adults.

4.1.2. Genotypic development

SNP-phenotype associations were significant at a $p < 0.009$ level for some time span and location in each modality for at least one of the sexes in each of the four SNPs examined. SNP-phenotype-sex associations varied for the four SNPs in one or more of the following ways, as can be observed in Figs. 4 and 5. The patterns displayed in the phenotype-genotype association trajectories described in this study were not predictable from previous studies of P3 related electrophysiology, but some are found in a number of other studies of development, which are discussed in the following sections.

1. Sex Differences:

   Significant associations were opposite between sexes in the auditory modality for rs858008 (second row) and in the visual modality for rs1787422 (fourth row) and rs858008 (Fig. 5). All of these oppositions were stronger in the later stages of development. There are no opposite effects between modalities at the same scalp location or between scalp locations for the same modality in either males or female. The somewhat greater prevalence of effects in males as opposed to females as shown in Table 3 may only be a result of the use of the particular four SNPs genotyped from KCNJ6 (Fig. 4). Given the large difference between male and female development, divergent effect patterns in sex should not be surprising. Sex specific effects have been found in genes related to brain development and human height, which are described in Sections 4.2.2 and 4.2.3.

2. Age Variation:

   No associations were present across the entire age range. There was no reversal of effect between different age ranges for both modalities in males for rs858008, although the effect in the later part of the age range is for a short interval (Fig. 5). There are a number of cases in which the effect size trajectories reverse with age without being significant on one or both sides of the reversal. There are too few SNPs to determine whether the effect size trajectories are a number of cases in which the effect size trajectories later part of the age range is for a short interval (Fig. 5). There are a number of cases in which the effect size trajectories reverse with age without being significant on one or both sides of the reversal. There are too few SNPs to determine whether the effect size trajectories are a number of cases in which the effect size trajectories

3. Scalp location and Modality Effects:

   The relatively large degree of SNP specific intramodal correspondence of phenotype-genotype association ($p < 4.15 \times 10^{-4}$) reflects both the high degree of phenotypic correlation and also the widespread distribution of the GIRK2 protein in the brain, similar to that found in developing and adult rodents (Fernández-Alacid et al., 2011; Saenz del Burgo et al., 2008). The lower degree of SNP specific intermodal correspondence in males ($p < 0.01$) reflects the lower degree of phenotypic intermodal correlation, but suggests that the genotypic effects of the KCNJ6 SNPs studied here are substantially independent of modality in males.

Effect of subject selection. Given the known association between low P3 and theta ERO values with risk for alcoholism (Euser et al., 2012; Rangaswamy and Porjesz, 2008; Jones et al., 2006a; Porjesz et al., 2005), we attempted to control the effect of selecting 80% of the subjects from families initially recruited through an alcoholic family by including a family type indicator (alcoholic or community family) in the regression model. The effect of family type was not found to be significant in the statistical analysis. Additionally, no significant association at the GWAS level between alcohol use disorder phenotypes and any of the KCNJ6 SNPs used in the study in adults was found using the same sample and methodology as that used in Kang et al. (2012). We know of no other study which shows association between these KCNJ6 SNPs and alcoholism case-control status.

Genotypic aspects. Although none of the KCNJ6 SNPs studied here are coding SNPs, recent studies have shown that it is not only the coding SNPs that change the protein that influence a trait, but non-coding intronic and synonymous exonic SNPs can affect gene function. While synonymous SNPs (sSNPs), although in the coding region, do not change the protein sequence encoded by the gene, they can contribute to variation in effects in at least two ways: sSNPs could affect mRNA stability and thus protein expression and enzymatic activity and sSNPs can affect protein conformation which have functional and clinical consequences (Hunt et al., 2009; Sauna and Kimchi-Sarfaty, 2011). Intronic SNPs have effects on splicing and gene expression, both of which have functional and clinical consequences (Cooper, 2010; Harrison, 2015; Jo and Choi, 2015).

4.2. Genotypic effects in related studies

4.2.1. Comparison with other P3 studies

   Twin studies suggest that there are genetic effects on P3 electrophysiological measures obtained in target detection tasks during adolescent development (Katsanis et al., 1997; van Beijsterveldt et al., 1998, 2001; Carlson and Iacono, 2006). As mentioned above, effects of SNPs from CHRM2 (Jones et al., 2006b), GRM8 (Chen et al., 2009), CHRNA1 (Chen et al., 2010), HTR7 (Zlojutro et al., 2011), and KCNJ6 (Kang et al., 2012) on P3 related electrophysiological measures in adults have been documented. One study found an effect of CHRM2 SNPs on P3 electrophysiological measures in children and young adolescents (Hill et al., 2013).

   Five earlier papers on genetic effects on the P3 amplitude in adolescents, a quantity closely related to theta ERO power (Jones et al., 2006a; Andrew and Fein, 2010), used non-genotypic ACE models applied to twins (Katsanis et al., 1997; van Beijsterveldt et al., 1998; Anokhin et al., 2001; van Beijsterveldt et al., 2001; Carlson and Iacono, 2006). All found some degree of genetic effect on P3 amplitude in some or all of the sample groups studied, with heritabilities from the ACE models ranging from 33% to 79%. The studies of Katsanis et al. (1997) and Carlson and Iacono (2006) included only...
male twins. The studies of van Beijsterveldt et al. (1998, 2001) and Anokhin et al. (2001) included both male and female twins; genetic effects were confirmed only for males. The study by Carlson and Iacono (2006), using a slope-intercept latent growth model for phenotypic data, found both slopes and intercepts to be heritable in the age range from 17 to 23. This result is consistent with those presented here. A genotypic effect beginning at age 17 and continuing past age 23 would produce a difference in slope attributable to a difference in genotype. An example of this is observable in panels 2 and 4 of Fig. 6, where fitting a slope-intercept model to the separate genotypes in males over the age range of 17 to 23 would produce lines with different intercepts and different slopes. This type of genotypic effect would also be consistent with the first sentence of the conclusion, “...it appears that the genes influencing slope are largely, if not entirely, the same ones influencing intercept...” (Carlson and Iacono, 2006, p. 478). However, the heritability of slopes might be the result of age invariant genetic effects, and does not have as a consequence the age variation of genetic effects.

A recently published paper by Hill et al. (2013) which examined the relation of P3 amplitude to CHRM2 SNPs with a model using genotype × sex interactions, reported associations only in 8–12 year olds.

All of the four SNPs used in this study were analyzed in the family GWAS study by Kang et al. (2012). Three were found to be significantly associated with visual theta ERO power: two were directly measured (rs1787422, p < 2 × 10^{-7}, rs858008, p < 5 × 10^{-6}) and one was imputed (rs702859, p < 2 × 10^{-8}); the other, rs2070985, was not significant at a p < 10^{-5} level. The results on KCNj6 SNPs reported here are not directly comparable to those results because of the difference in the characteristics of the sample as well as the statistical methodology. The sample in Kang et al. (2012) was comprised of members of families of primarily European descent with mean age 31.2 years and an age range from 7 to 74 years. For each phenotype, only one value was used from each subject. The sample in this study is of heterogeneous descent between ages 12 and 25 and additionally multiple observations from the same individual were used. The regression method used here does not exploit family relationship data to establish genetic association so it is inherently less powerful than the generalized disequilibrium test used by Kang et al. (2012). For roughly the same level of effect size in the two studies, the effect sizes in Kang et al. (2012) meet a more stringent criteria (p < 10^{-5}) than found in this study (p < 0.0009).

4.2.2. Comparison with other brain development studies

The genotypic variants of the COMT Valine158Methionine polymorphism (COMT Val[158]Met) have age and sex specific effects on brain structure and function in children and adolescents. An age reversal of genotypic effect of COMT Val[158]Met on attenuation of height in several samples ranging in age from pre-teen to adult revealed five loci (near MAPK3, PXN3, VGLL3, ADCY3-POMC, and LIN28B) whose effect on height related phenotypes (measured by standard deviation from age/sex mean) varied with age and sex as calculated for six ages between 8 and 20. At all five loci, sex effects were significantly different between males and females at least one age. Opposite effects in males and females were found for the loci near VGLL3 and LIN28B. Since that study included results from samples considerably larger than the sample studied here, it was able to detect significant effect sizes at a p < 10^{-5} level which were smaller by a factor of two than the effect sizes presented in this study. A previous study of LIN28B (Widén et al., 2010, p. 778) showed opposite effects for sexes in two SNPs from about age 8 to early adolescence. A study by Sovio et al. (2009) found age (infancy compared to puberty) but no sex specific genotypic effects for a number of SNPs (Table 2 in Sovio et al. (2009)) for height velocity. More peripheral instances of age variation in genotypic effect were shown in Chorlian et al. (2013) where some CHRM2 SNPs were found to affect risk for the onset of alcohol dependence in adolescents and young adults only in those who became alcohol dependent under the age of 16 and in Hill et al. (2013), mentioned above.

4.3. Summary

Given the large number of observations available, it became possible to estimate mean rates of change of development with considerable accuracy. This enabled the identification of striking sex differences in age-specific developmental patterns and the effects of genotype on development with a similar range of effect sizes as found in comparable GWA studies. Preliminary studies of other P3 related phenotypes derived from the same subjects with the same methodology show similar patterns of sex differences in mean rates of change but manifest different patterns of genotypic effect. This suggests that relatively large neurophysiological systems governed by multiple genetic factors may experience coordinated developmental patterns regulated by sex specific effects. A more comprehensive multivariate description of the genetic architecture of the P3 response can be obtained using EROs from different frequency bands and experimental conditions and using a number of different measures of the response, together with a number of different genetic factors known to affect neurophysiological and neuroanatomical features. Since measures of the P3 response have been found to be useful endophenotypes for the study of substance abuse disorders (Euser et al., 2012; Iacono and Malone, 2011; Kangaswamy and Porjesz, 2008), externalizing psychopathology (Gilmore et al., 2010), schizophrenia (Decoster et al., 2012; Johannesen et al., 2013), and ADHD (Szuromi et al., 2011), and is highly heritable (van Beijsterveldt and van Baal, 2002), studies of genetic effects on P3 development in adolescents and young adults may illuminate neurophysiological and neuroanatomical factors contributing to the onset of these conditions.
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